APPENDIX A

PROPERTIES OF THE REAL
NUMBERS*

In this text we take the real numbers and their basic properties as our starting point. We
give a core set of properties, called axioms, which the real numbers are assumed to satisfy,
and we state some useful properties that can be deduced from these axioms.

We assume that there are two binary operations defined on the set of real numbers,
called addition and multiplication, such that if @ and b are any two real numbers, the
sum of a and b, denoted a + b, and the product of a and b, denoted a-b or ab, are
also real numbers. These operations satisfy properties F1-F6, which are called the field
axioms.

F1. Commutative Laws  For all real numbers a and b,
a+b=b+a and ab=ba.
F2. Associative Laws  For all real numbers a, b, and c,
(a+b)+c=a+(b+c) and (ab)c = a(bc).
F3. Distributive Laws  For all real numbers a, b, and c,
ab+c)=ab+ac and (b+ c)a = ba+ ca.

F4. Existence of Identity Elements There exist two distinct real numbers, denoted 0
and 1, such that for every real number a,

O+a=a+0=a and la=a-1=a.

F5. Existence of Additive Inverses For every real number a, there is a real number,
denoted —a and called the additive inverse of @, such that

a+(—a)=(—a)+a=0.

F6. Existence of Reciprocals For every real number a # 0, there is a real number,
denoted 1/a or a™!, called the reciprocal of a, such that

() (0)

All the usual algebraic properties of the real numbers that do not involve order can be
derived from the field axioms. The most important are collected as theorems TI1-T16 as
follows. In all these theorems the symbols a, b, ¢, and d represent arbitrary real numbers.

*Adapted from Tom M. Apostol, Calculus, Volume I (New York: Blaisdell, 1961), pp. 13-19.
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T1

T2.

T3.
T4.
TS.
Té.
T7.

T8.

T9.
T10.
T11.
T12.

T13.

T14.

T15.

T16.

The
that

. Cancellation Law for Addition If a + b = a + c, then b = c¢. (In particular, this
shows that the number 0 of Axiom F4 is unique.)

Possibility of Ssztraction Given a and b, there is exactly one x such thata + x =b.
This x is denoted by b — a. In particular, 0 — a is the additive inverse of a, —a.

b—a=>b+ (—a).
—(—a) =a.
a(b—c) =ab —ac.
0-a=a-0=0.

Cancellation Law for Multiplication If ab = ac and a # 0, then b = c. (In par-
ticular, this shows that the number 1 of Axiom F4 is unique.)

Possibility of Division Given a and b with a # 0, there is exactly one x such that
ax = b. This x is denoted by b/a and is called the quotient of b and a. In particular,
1/a is the reciprocal of a.

Ifa #0,thenb/a = b-a~".
Ifa #0,then (@™ ")~! =a.
Zero Product Property Ifab =0,thena =0orb =0.

Rule for Multiplication with Negative Signs

(—a)b = a(—b) = —(ab), (—a)(—b) =ab,

and
a_ -—-a a
b~ b —b
Equivalent Fractions Property
%: g, ifb £ 0and ¢ # 0.
Rule for Addition of Fractions
a ¢ ad+bc
-4+ == , ifb#0andd #0.
bt a= pg o Hb#Oandd#
Rule for Multiplication of Fractions
a ¢ ac
Z‘—i'—b—, 1fb3é0andd;é0

a
b a .
T=7,?’ ifb#0,c#0, andd # 0.

real numbers also satisfy the following axioms, called the order axioms. It is assumed
among all real numbers there are certain ones, called the positive real numbers, that

satisfy properties Ord1-Ord3.
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Ordl. For any real numbers a and b, if @ and b are positive, so are « + b and ab.
Ord2. For every real number a 5 0, either a is positive or —a is positive but not both.
Ord3. The number 0 is not positive.

The symbols <, >, <, and >, and negative numbers are defined in terms of positive
numbers.

* Definition

Given real numbers a and b,

a < b means b + (—a) is positive. b > a means a < b.
a<bmeansa < bora = b. b > a means a < b.
If a < 0, we say that a is negative. If a > 0, we say that a is nonnegative.

From the order axioms Ord[1-Ord3 and the above definition, all the usual rules for cal-
culating with inequalities can be derived. The most important are collected as theorems
T17-T27 as follows. In all these theorems the symbols a, b, ¢, and d represent arbitrary
real numbers.

T17. Trichotomy Law  For arbitrary real numbers a and b, exactly one of the three rela-
tionsa < b, b < a, or a = b holds.

T18. Transitive Law Ifa <band b < ¢, thena < c.

T19. If a < b, thena +c¢ < b + c.

T20. If a < b and ¢ > 0, then ac < bec.

T21. If a # 0, then a® > 0.

T22. 1 > 0.

T23. If a < b and ¢ < 0, then ac > bec.

T24. If a < b, then —a > —b. In particular, if a < 0, then —a > 0.
T25. If ab > 0, then both a and b are positive or both are negative.
T26. Ifa <cand b < d,thena+b < c +d.

T27. f0<a <cand 0 < b < d, then0 < ab < cd.

One final axiom distinguishes the set of real numbers from the set of rational numbers. It
is called the least upper bound axiom.

LUB. Any nonempty set S of real numbers that is bounded above has a least upper bound.
That is, if B is the set of all real numbers x such that x > s for all s in S and if B
has at least one element, then B has a smallest element. This element is called the
least upper bound of S.

The least upper bound axiom holds for the set of real numbers but not for the set of
rational numbers. For example, the set of all rational numbers that are less than +/2 has
upper bounds but not a least upper bound within the set of rational numbers.



APPENDIX B

SOLUTIONS AND HINTS
TO SELECTED EXERCISES

Section 1.1

1.

10.

12.

A4

T T T

0T PR TN

=

. x2 = —1 (Or: the square of x is —1)

. A real number x

. Between a and b

. Real numbers a and b; there is a real number ¢
. 1 is positive

. Positive; the reciprocal of r is positive (Or: positive; 1/r

is positive)

. Is positive; 1/r is positive (Or: is positive; the reciprocal

of r is positive)

. There are real numbers whose sum is less than their dif-

ference.
True. Forexample, 1 + (—1)=0, | = (=) =1+1=2,
and 0 < 2.

. The square of any positive integer is greater than the

integer.

True. If n is any positive integer, then n > 1. Multiply-
ing both sides by the positive number n does not change
the direction of the inequality (see Appendix A, T20),
and so n? > n.

. Have four sides

. Has four sides

. Has four sides

. Is a square; J has four sides
. J has four sides

. Have a reciprocal

. A reciprocal

. s is a reciprocal for r

. Real number; product with every number leaves the

number unchanged

. With every number leaves the number unchanged

C.rs=s

Section 1.2

1. A=Cand B=D

2. a.

10.

The set of all positive real numbers x such that 0 is less
than x and x is less than |

c. The set of all integers n such that n is a factor of 6

. a.

a. No, {4} is a set with one element, namely 4, whereas 4
is just a symbol that represents the number 4

b. Three: the elements of the set are 3, 4, and 5.

c. Three: the elements are the symbol 1, the set {1}, and
the set {1,{1}}

. Hint: R is the set of all real numbers, Z is the set of all
integers, and Z" is the set of all positive integers
. Hint: Ty and T, do not have the same number of elements

as T, and T_5.
{1, =1}

c. ¢ (the set has no elements)

d. Z (every integer is in the set)

a. No,BZ A jeBandjdA

d. Yes, C is a proper subset of A. Both elements of C are
in A, but A contains elements (namely ¢ and f) that are
notin C.

a. Yes

b. No

f. No

i. Yes

a. No. Observe that (—2)> = (=2)(=2) =4 whereas

22 = —(2%) = —4. S0 ((-2)%, =2%) = (4, —4), (-2%,
(—2)?) = (=4, 4), and (4, —4) # (—4, 4) because

—4 £ 4.

Yes. Note that 8 —9 = —1 and </—1 = —1, and so
8—=9, J=1) = (-1, —1).



11. a.

{(w,a), (w,b), (x,a), (x,b), (v,a), (v,b). (z.a),
(z.h)}

. {la, w), (b, w), (a, x), (b, x), (a,y), (b, V). (a, z),

(b, 2)}

{(w, w), (w, x), (w, y), (w, 2), (x, w), (x, x), (x, V),
(x,2), (v, w), (v, x), (¥, ¥), (¥, ), (2, w), (z, %),

(z, ), (z,2)}

. {(a,a), (a,b), (b, a), (b, b))

Section 1.3

1. a.

No. Yes. No. Yes.

. R =1{(2,6),(2,8),(2,10), (3,06), (4,8)}
. Domain of R = A = {2, 3,4}, co-domain of R = B =
{6. 8, 10}

2
3
2—(=1) 3 . .
(2, —1) € T because 3 =3= I, which is an
integer. '
3—(=2) 5 S
(3. -2)€T because 3 =3 which is not an
integer.

- T =1{(1,-2), 2, -1), 3,0

¢. Domain of T = E = {I, 2, 3}, co-domain of 7' = F =

{=2,—1,0}

/A
—

. (2,1) € Sbecause 2 > 1. (2,2) € S because 2 > 2.
=

2 $3because 2 £3. (—1) § (—2) because (—1) #(—2).

xzy in shaded region <«—— graph of §

2.1 Solutions and Hints to Selected Exercises A-5

7. a. R
—
A ) B A r B
= TSR i

— =

b. R is not a function because it satisfies neither property
(1) nor property (2) of the definition. It fails property (1)
because (4, y) & R, for any y in B. It fails property (2)
because (6. 5) € R and (6,6) € R and 5 # 6.

S is not a function because (5.5) € Sand (5,7) € S
and 5 # 7. So S does not satisfy property (2) of the def-
inition of function.

T is not a function both because (5, x) & T for any x
in B and because (6,5) € T and (6,7) € T and 5 # 7.
So T does not satisfy either property (1) or property (2)
of the definition of function.

9. a. ¥, {(0, D}, {(1, D}, {0, 1), (1, D}
b. {(0, 1), (1, 1)}
c. 1/4
11. No, P is not a function because, for example, (4,2) € P

and (4, —2) € P but2 # —2.

13. a. Domain= A={—1,0, 1},co-domain= B = {t, u, v, w}

b. F(—1)=u, FOO)=w, F(l)=u

15. a. This diagram does not determine a function because 2 is
related to both 2 and 6.

b. This diagram does not determine a function because 5 is
in the domain but it is not related to any element in the
co-domain.

2
16. f(=D)=(=1)=1, f(0)=0>=0, f(%)=(%) 25
39y (42
19. For all x € R, g(x) = 2/\\2—1? = 2\5—;:}_—1) =2x = f(x).

Therefore, by definition of equality of functions, f = g.

Section 2.1

1. Common form: If p then g.
pP-
Therefore, ¢g.
(a +2b)(a> —b) can be written in prefix notation.
All algebraic expressions can be written in prefix notation.

3. Common form: p V gq.

~p.

Therefore, g.

My mind is shot. Logic is confusing.

5. a. It is a statement because it is a true sentence. 1,024
is a perfect square because 1,024 = 322, and the next
smaller perfect square is 31> = 961, which has less than
four digits.
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6. a. sAi b, ~s A~ 21.
P g r|pAglgAar | (PAQOATrIPAGAT)
8.a. hAaw)A~s d. (~wA~s)AL
T TT T T iy T
10. a. pAgAr ¢ pA(~qV ~r)
11. Inclusive or. For instance, a team could win the playoff by I T - : F
winning games 1, 3, and 4 and losing game 2. Such an out- TFT F F F F
come would satisfy both conditions. T F F F F F F
12 p q ~p ~pAgq FTT F T F F
T T F F E T E F F F F
T F F F F FT F F F F
F L T T F F F F F F F
F F T F 1 b
(p Aq) Arand p A (g Ar) always have the same truth values, so they
14. are logically equivalent. (This proves the associative law for A.)
)4 q T qATr pA(@AT) =
23.
S 1 L3 p g rlpAaglgvrlAgVrlipalgvr)
r W B F F TTT| T T iy it
T §F T F F TTE| T T T T
¥y ¥ b F F TFT| F T b T
L T F TFF| F F F F
. F F FTT| F T T F
F F T F F FTF| F T F F
F _E ¥ F F FFT| F T 1 F
16. F F F F F E F
p__q | prg | pV(PAQ | P A |
L) T T T T (p Aq)Vrand p A (g Vr)havedifferent truth values in the fifth
T e E T T and seventh rows, so they are not logically equivalent. (This proves
that parentheses are needed with A and Vv.)
F 0 F F F ) ) ) )
25. Hal is not a math major or Hal’s sister is not a computer
F F F F F science maj
jor.
(| 27. The connector is not loose and the machine is not
pV (p A q)and p always have unplugged.
the same truth values, so they are 32. —2>xorx>7
logically equ1valef1t. (This proves 34, 2<x<5
one of the absorption laws.)
36. |l <xorx < -3
18. 38. This statement’s logical form is (p Ag)Vr, so its
p t pVvt . g g
negation has the form ~((p Ag) V) =~(pAq) A ~r =
T & L (~p Vv ~q) A ~r. Thus a negation for the statement
F T T is (num_orders <100 or num_instock > 500) and
A 1 num_instock > 200.

p Vv tand talways have the same truth values,
so they are logically equivalent. (This proves
one of the universal bound laws.)



40.

41.

2.1 Solutions and Hints to Selected Exercises A-7

P_ g9 | ~p|~q|PAGIPANG|~PV (PA~Y) PAg) YV (~pV(pA~g)
T T F |\ F T F F T
T F E T F T T T
F T T || F F F T T
F F T, T F F T T
1
Its truth values are all T’s, so (p A q)
V (~p V (p A ~q)) is a tautology.
p__4q ~p | ™~ | PA™M | ~PVgq (pA~g)A(~pV Q)
T T F F F T
T F F T i F F
F T T EF I3} T F
F F T T F T F
1

Its truth values are all F’s, so (p A ~q) A (~p V q) is a contradiction.

44. Let p be 'x <2’, g be ‘1 <x’, and r be “x < 3". Then the sentences in (a) and (b) are symbolized as p VvV ~(g Ar) and

46.

47.

~q Vv (p Vv ~r), respectively.

p q r ~q o qAT ~(g AT) py~r pyV~gAr) ~q vV (pVr~r)
T T | T F F T F T T T
T T F F T F T T T T
T F | T T F F T T T T
T F F iy T F T T T T
F T | T F F T F F F F
F T | F F T F T T T T
F F | T T F F T F T i
F F F T T F T T T T
it i

The statement forms p v ~(g A r) and ~q Vv (p v ~r) always have the
same truth values, so they are logically equivalent.

Therefore the statements in (a) and (b) are logically equivalent.

a. Solution 1: Construct a truth table for p @ p using the
truth values for exclusive or.

p pPOp

T F because an exclusive or statement is 48.
false when both components are true

F F and when both confponems are false.

Since all its truth values are false, p @ p = ¢, a contra-
diction.

Solution 2: Replace ¢ by p in the logical equivalence 30
p®qg=(pVg)A~(pAgq),and simplify the result.
p®p=(pVvg)AN~(pAp) bydefintion of &

=pA~p by the identity laws 53,

=c by the negation law for A
There is a famous story about a philosopher who once
gave a talk in which he observed that whereas in English
and many other languages a double negative is equiva-
lent to a positive, there is no language in which a dou-
ble positive is equivalent to a negative. To this, another
philosopher, Sidney Morgenbesser, responded sarcastically,
“Yeah, yeah.”

[Strictly speaking, sarcasm functions like negation. When

spoken sarcastically, the words “Yeah, yeah” are not a true
double positive; they just mean “no.” |

a. The distributive law

b. The commutative law for v
¢. The negation law for v

d. The identity law for A

(pA~q)V p=pV(pA~qg) by the commutative
law for v

p by the absorption law
(with ~g in place of ¢)

~((~pAq)V (~p A~q)) V(P Ag)

=~[~pA(gV ~q)]V (pAg) by thedistributive law

=~(~pAt)V(pAg) by the negation law for v
=~(~p)V(pAqg) by the identity law for A
=pVIipArg) by the double negative law
=p by the absorption law
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Section 2.2

1. If this loop does not contain a stop or a go to, then it will
repeat exactly N times.

3. If you do not freeze, then I'll shoot.

5. conclusion  hypothesis
P q =P =4 ~p Vg ~pVq >~
T T F F T F
T F 1 T F T
FE T i F T F
F F i T T T
T conclusion hypothesis
—
)4 q a ~q PA~Nq PA~Nq—T
i T T F F il
ir T F E F T
T E T i T i
i F F i T F
12 0 T F F i
F i F F F T
F F il g i F T
F F F T F T
= p q r|~r|pA~r|qVr| pA~roqVr
T T T E F T E
T E[ T T Nl T
™ B T F F B F
L B FL T T F F
F T T F F i F
B T Bl T F T E
B F T F F T E
B B [El T F E T

12. If x > 2 then x? > 4, and if x < —2 then x? > 4.

e )4 q ~p p—q ~pVq
T T F T T
T F F F F
F T @ o T
F F T T T
(I

p — g and ~p Vv q always have the same
truth values, so they are logically equivalent.

14. a. Hint: p — g Vv r is true in all cases except when p is

true and both ¢ and r are false.

16. Let p represent “You paid full price” and g represent “You

didn’t buy it at Crown Books.” Thus, “If you paid full price,
you didn’t buy it at Crown Books™ has the form p — g.
And “You didn’t buy it at Crown Books or you paid full
price” has the form g Vv p.

)4 q P—>4q qVvp

T T T T These two statements are

T F F T not logically equivalent
because their forms have

F T T T different truth values in

F F T F rows 2 and 4.

19.

20.

21.

22.

23.

24.

(An alternative representation for the forms of the two
statements is p — ~g and ~g Vv p. In this case, the truth
values differ in rows 1 and 3.)
False. The negation of an if-then statement is not an if-then
statement. It is an and statement.
a. P isasquare and P is not a rectangle.
d. n is prime and both n is not odd and n is not 2.
Or: n is prime and » is neither odd nor 2.
f. Tom is Ann’s father and either Jim is not her uncle or
Sue is not her aunt.
a. Because p — ¢ is false, p is true and ¢ is false. Hence
~p is false, and so ~p — ¢ is true.
a. If P is not a rectangle, then P is not a square.
d. If n is not odd and n is not 2, then n is not prime.
f. If either Jim is not Ann’s uncle or Sue is not her aunt,
then Tom is not her father.
a. Converse: If P is arectangle, then P is a square.
Inverse: If P isnota square, then P is not a rectangle.
d. Converse: 1f n is odd or n is 2, then n is prime.
Inverse:  If n is not prime, then n is not odd and n is
not 2.
f. Converse: If Jim is Ann’s uncle and Sue is her aunt,
then Tom is her father.
Inverse:  If Tom is not Ann’s father, then Jim is not her
uncle or Sue is not her aunt.

)4 q P —4q q—>p
T T i T
T F F T
F T T E
E E T T
(R

p — g and ¢ — p have different truth values in the second
and third rows, so they are not logically equivalent.
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26. 28. Hint: A person who says “I mean what I say” claims to
LA O W i’ A S B Al speak sincerely. A person who says “I say what [ mean”
T T| F F T T claims to speak with precision.
T E T F F F
F T F T T T
F F T T i T
e
~q — ~p and p — g always have the same
truth values, so they are logically equivalent.
29. (p = (@ V)< (pA~g) = r)
p__q ~q | gVr | pANg | p=>(gVr) | pA~NgoT (p > (gVvr) o (pAr~q)—T)
T T T F T F T T T
T T F F T F T T T
T F T T ‘T T T T T
T F F T F T F F T
F iC T F T F T T T
F T F F T F T T T
F F i T T F T T T
F F F T F F T T i
4

32.

34.

37.

40.

42.

44.

46.

If this quadratic equation has two distinct real roots, then its
discriminant is greater than zero, and if the discriminant of
this quadratic equation is greater than zero, then the equa-
tion has two real roots.

If the Cubs do not win tomorrow’s game, then they will not

win the pennant.

If the Cubs win the pennant, then they will have won tomor-

row’s game.

If a new hearing is not granted, payment will be made on

the fifth.

If I catch the 8:05 bus, then I am on time for work.

If this number is not divisible by 3, then it is not divisible

by 9. . §

If this number is divisible by 9, then it is divisible by 3.

If Jon’s team wins the rest of its games, then it will win the

championship.

a. This statement is the converse of the given statement,
and so it is not necessarily true. For instance, if the actual
boiling point of compound X were 200°C, then the given
statement would be true but this statement would be
false.

b. This statement must be true. It is the contrapositive of
the given statement.

47.

49.

(p— (@ Vvr) < ((pA~q) — r)isatautology
because all of its truth values are T.

a pA~qg —>Tr=~(pA~q)Vr

=

. Result of (a) =~[~(~(p A ~q)) A ~r]
an acceptable answer
=~[(p A ~g) A ~r]
by the double negative law
(another acceptable answer)

a (p—=>r)e(@—=>r=(CpVvr)< (~qVr)
=~(~p V)V (g Vr)]A[~(~qVr)V(~pVvr)]
an acceptable answer
=[(pA~r)V (g V)IAGA~T)V (~p V)]
by De Morgan’s law
(another acceptable answer)
b. Result of (a) =~[~(p A ~r) A ~(~q V )| A

~~g A~ A~ (~p V)]
by De Morgan’s law
=~~~ (pA~r) A (g A~T)TA
~~g A ~r) A (p A )]
by De Morgan’s law
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SeCﬁOH 2.3 12. a. premises conclusion
1. /2 is not rational. 3. Logic is not easy. o p q p—q q p
6. premises conclusion T T T T T
)4 q D =>4 q—>p AKX T F F F
3E b i i i F T I L B
i I3 F T F F T F
F T 3 F This row shows that it is possible for an argument
F

F T i F of this form to have true premises and a false
conclusion. Thus this argument form is invalid.

This row shows that it is possible for an argument
of this form to have true premises and a false

conclusion. Thus this argument form is invalid. 14. premise  conclusion
7. premises conclusion » q p pVvy
p g r|~|p|p>g|~gvr| r I bl gl 1
A e b F T AL At 11 i i E 1 T
T T F F T il F F T F
T F T T T F T F F F
T B E| T T F T These two rows show that in all
situations where the premise is true,
. 4 o N T the conclusion is also true. Thus the
F T F F F T F argument form is valid.
F F T o F T T
18. premises conclusion
F F F i F T T
This row describes the only situation in which all the premises —! P g P ' P
are true. Because the conclusion is also true here, the argument T T T F
form is valid. T F T T T
8. premises conclusion F T T E
e e
F F F T
p g ril~qpVvqglp—=>"q|p=>T r
T T TI| F T F T This row r;presems the only situation in wh.ich
both premises are true. Because the conclusion is
T T B} F T B F also true here the argument form is valid.
e Lyt T T T T 22. Let p represent “Tom is on team A” and ¢ represent “Hua is
T F F| T T T F on team B.” Then the argument has the form
BT Tlip LT T T T S
E T Bl E i 1t i E ~q —> p
F FT]|T F T S 7 A
F F F| T E T T

This row shows that it is possible for

an argument of this form to have true

premises and a false conclusion. Thus
this argument form is invalid.



24.

25.
26.

27.

36

3.

38.

premises conclusion
P g3y~ |~ |~p—>qg |~ —>p|~pV~Yyg
T I I8 T i B
1 F B a ik n i
BE I e I 1L il 1
B F T T F F

wp—>r

This row shows that it is possible for an argument
of this form to have true premises and a false con-
clusion. Thus this argument form is invalid.

P —q
q

P invalid: converse error

PVaq
o

. q valid: elimination

p—q
q—r
valid: transitivity

p—=q
~p

] invalid: inverse error

The program contains an undeclared variable.

One explanation:

I. There is not a missing semicolon and there is not a mis-
spelled variable name. (by (¢) and (d) and definition
of N)

2. It is not the case that there is a missing semicolon or
a misspelled variable name. (by (1) and De Morgan’s
laws)

3. There is not a syntax error in the first five lines. (by (b)
and (2) and modus tollens)

4. There is an undeclared variable. (by (a) and (3) and

elimination)

The treasure is buried under the flagpole.

One explanation:

1. The treasure is not in the kitchen. (by (¢) and (a) and
modus ponens)

2. The tree in the front yard is not an elm. (by (b) and (1)
and modus tollens)

3. The treasure is buried under the flagpole. (by (d ) and (2)
and elimination)

a. A isaknave and B is a knight.
One explanation:

1. Suppose A is a knight.

. What A says is true. (by definition of knight)

". B is a knight also. (That’s what A said.)

. What B says is true. (by definition of knight)

. Ais a knave. (That’s what B said.)

. We have a contradiction: A is a knight and a

knave. (by (1) and (5))
7. .. The supposition that A is a knight is false. (by the
contradiction rule)
8. . Ais a knave. (negation of supposition)

Uik W o

d.

2.3 Solutions and Hints to Selected Exercises A-11

9. .. What B says is true. (B said A was a knave,
which we now know to be true.)
10. .. B is a knight. (by definition of knight)
Hint: W and Y are knights; the rest are knaves.

39. The chauffeur killed Lord Hazelton.
One explanation:

41.

43.

L

Suppose the cook was in the kitchen at the time of the

murder.

". The butler killed Lord Hazelton with strychnine. (by
(¢) and (1) and modus ponens)

. We have a contradiction: Lord Hazelton was killed
by strychnine and a blow on the head. (by (2) and (a))

*. The supposition that the cook was in the kitchen is
false. (by the contradiction rule)

*. The cook was not in the kitchen at the time of the
murder. (negation of supposition)

*. Sara was not in the dining room when the murder was
committed. (by (e) and (5) and modus ponens)

". Lady Hazelton was in the dining room when the
murder was committed. (by (b) and (6) and

elimination)

*. The chauffeur killed Lord Hazelton. (by (d) and (7)

and modus ponens)

~p AT — ~s

p—t by premise (d)
~t by premise (c)
D by modus tollens
~p by (1)

ap NG by generalization
~pNqg—>r by premise (a)
~pVgq by (2)

T by modus ponens
~p by (1)
r by (3)

LD AT by conjunction

by premise (e)

~p A F by (4)

' By by modus ponens
sV ~q by premise (b)
~s by (5)

o by elimination
~w by premise (d)
uvw by premise (e)

u by elimination
U —~p by premise (c)

u by (1)
™D by modus ponens

~p — r A ~s by premise (a)
~p by (2)

WA TS by modus ponens
rA S by (3)

% i by specialization
r— s by premise (b)
~s by (4)

™ by modus tollens
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Section 2.4

1. R =i 3. §=1
5 Input Output
P 0 R
1 1 1
1 0 1
0 1 0
0 0 1
L Input Output
P [ R S
1 1 1 1
1 1 0 0
1 0 1 1
1 0 0 1
0 1 1 1
0 1 0 0
0 1 )
0 0 0
9. Pv ~Q

11. (PA~Q)VR

16. p ]
AND
& ) o>
R —NOT >0

18. a. (PAOA~R)V(~PAQAR)

b. p

0

[—

AND

R

L
I

20. a. (PAQAR)V(PA~QAR)V(~PA~QA~R)
b.

=y
Q AND }
R o)
]
NOT AND
NOT
AND
NOT
NOT
22. The input/output table is
Input Output
P [ R S
1 1 1 0
1 1 0 1
1 0 1 0
1 0 0 0
0 1 0
0 1 0 0
0 1 1
0 0 0

One circuit (among many) having this input/output table is
shown below.

L
AND
R NOT
L] NOT
AND
NOT




24.

26.

28.

Let P and Q represent the positions of the switches in the
classroom, with 0 being “down” and 1 being “up.” Let R
represent the condition of the light, with 0 being “off” and
1 being “on.” Initially, P = Q =0 and R = 0. If either
P or Q (but not both) is changed to I, the light turns on.
Sowhen P =1and Q =0, then R = 1, and when P =0
and Q = I, then R = 1. Thus when one switch is up and
the other is down the light is on, and hence moving the
switch that is down to the up position turns the light off.
So when P = 1 and Q = 1, then R = 0. It follows that the
input/output table has the following appearance:

Input Output
P 0 R
1 1 0
1 0 |
0 1 1
0 0 0

One circuit (among many) having this input/output table is
the following:

P

o NOT

By

The Boolean expression for (a) is (P A Q) v Q, and for
(b)itis (P v Q) A Q. We must show that if these expres-
sions are regarded as statement forms, then they are logi-
cally equivalent. But

AND

(PAQ)VQ
=Q0V(PAQ) by the commutative law for v
=(QVP)A(QV Q) by the distributive law
=(QVP)AQ by the idempotent law
=PV A QO by the commutative law for A

Alternatively, by the absorption laws, both statement forms
are logically equivalent to Q.
The Boolean expression for (a) is

(PAQYV(PA~Q)V (~PA~Q)

and for (b) itis P v ~Q. We must show that if these expres-
sions are regarded as statement forms, then they are logi-
cally equivalent. But

30.

34.

2.4 Solutions and Hints to Selected Exercises A-13

(PAQ)V(PA~Q)V (~PA~Q)
=({(PAQ)V(PA~Q)V(~PA~Q)

by inserting parentheses (which
is legal by the associative law)
= (P A(QV~Q)V(~PA~Q)

by the distributive law

=(PAt)V(~PA~Q) by the negation law for v

=PV (~PA~Q) by the identity law for A
=(PVv~P)A(PV~Q) by the distibutive law
=tA(PV ~Q) by the negation law for v
=(Pv~0)At by the commutative law for A
=Pv~Q by the identity law for A

PNV (~PAQ)V(~PA~Q)
=PADVI~PAQ)V(~PA~Q))

by inserting parentheses (which
is legal by the associative law)

=P AQ)V(~PAQV~0Q))

by the distributive law
=(PAQ)V(~P AL
=(PAQ)Vv~P
=~PV(PAQ)
=(~PVP)A(~PV Q)
=(PV~P)A(~PV Q)

by the negation law for v
by the identity law for A
by the commutative law for v

by the distributive law

by the commutative law for v

=tA(~PV Q) by the negation law for v/
=i(~PV Q)At by the commutative law for A
=~PvVvQ by the identity law for A

The following is, therefore, a circuit with at most two logic
gates that has the same input/output table as the circuit cor-
responding to the given expression.

Q
b. (Pl O)L (P Q)
=~(PL Q)  bypart@
=~[~(P Vv Q)] by definition of |
=PvVvO by the double negative law

d. Hint: Use the results of exercise 13 of Section 2.2 and
part (a) and (c) of this exercise.
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Section 2.5
1. 190 =16+2+1=10011,
4. 458, =256+ 128 + 64 + 8 4+ 2 = 111001010,
7. 1110, =8+4+2 =14y
10. 1100101, =64 +32+4 4+ 1 =101,
13. L
I 01 I
+ 1 0 I
100 0 O
15. I T, i 1
1 01 1 0 I
+ 1 11 0 L
1 00 1 9 1 O
17. 1
1 10 W 1
=0 4 0 0
= 1 1 0 I,
I 1 b
19. 0 1
i1 A4 9 1
- 1 00 1 b
1 1.0 1 0

21, 4, §=0,F =1

23. 23,0 = (16 +4 +2+ 1), = 00010111, — 11101000 —
11101001. So the answer is 11101001.

25. 4,0 = 00000100, — 11111011 — 11111100. So the answer
is 11111100.

27. Because the leading bit is I, this is the 8-bit represen-
tation of a negative integer. 11010011 — 00101100 —
00101101, <> —(32+8+4+1);p = —45,g. So the
answer is —45.

29. Because the leading bit is 1, this is the 8-bit represen-
tation of a negative integer. 11110010 — 00001101 —
00001110, <> —(8 +4 +2)p = —14}p. So the answer
is —14 .

31. 57,0= 32+ 16 + 8+ 1);p = 111001, — 00111001 —

118)p = — (64 +32+ 16 +4+2);p = —1110110 —
01110110 — 10001001 — 10001010. So the 8-bit rep-
resentations of 57 and —118 are 00111001 and 10001010.
Adding the 8-bit representations gives

Lofofsfs]s]ofo]
[1]o[ofo[1]o[1]o]

[11]ofo[o]o]+]1]

Since the leading bit of this number is a 1, the answer is
negative. Converting back to decimal form gives

11000011 — 00111100 — —00111101,
=—B32+164+8+4+ 1)) =—061y.

So the answer is —61.

32. 6210=32+16+8+4+4+2))9
= 111110, — 00111110
=180 =—(16+2)10
= —10010, — 00010010 — 11101101 — 11101110

Thus the 8-bit representations of 62 and —18 are 00111110
and 11101110. Adding the 8-bit representations gives

Lofo[ ][] t]1]o]
+
[i[a[afo[1[1]1]o]

1 [ofo]1]o]1]1]o]o]

Truncating the 1 in the 2%th position gives 00101100. Since
the leading bit of this number is a 0, the answer is positive.
Converting back to decimal form gives

00101100 — 101100, = (32 4 8 +4),9 = 44yo.

So the answer is 44.
33. —61p=—@+2)
—110, — 00000110 — 11111001 — 11111010
—7310=—(64+8+ 1))0 =
—1001001, — 01001001 — 10110110 — 10110111

I

Thus the 8-bit representations of —6 and —73 are 11111010
and 10110111. Adding the 8-bit representations gives

jonnnnnnn

npnnnnnn

1 [ifo[t[1]o[ofo[1]

Truncating the 1 in the 28th position gives 10110001. Since
the leading bit of this number is a 1, the answer is negative.
Converting back to decimal form gives
10110001 — 01001110 — —01001111,
=—(0644+8+4+2+1)190=—7%0.

So the answer is —79.

38. A2BCjo = 10-16° +2-16% + 11-16 + 12 = 41660,

41. 000111000000101010111110,

44. 2E

47. a. 6-8* +1-83 +5.824+0-8+2-1=25410y

Section 3.1

1. a. False b. True
2. a. The statement is true. The integers correspond to cer-
tain of the points on a number line, and the real numbers
correspond to all the points on the number line.
b. The statement is false; 0 is neither positive nor negative.
¢. The statement is false. For instance, let » = —2. Then
—r = —(—2) = 2, which is positive.




3.

d. The statement is false. For instance, the number % isa
real number, but it is not an integer.

a. P(2)is“2 > 17 which is true.

2

P (%) is “% > -}-.” This is false because + =2, and

. 2 2

3 #2.

P(—1)is“—1 > ——Ll This is false because —Ll = -1,

and —1 ¥ —1.

P (—%) is “—% > Ll.” This is true because Ll =
2 2

—2and —% > =2,

P(-8)is “—8 > —LS This is false because —LS = —%

and —8 » —l.

If the domaingof P(x) is the set of all real numbers, then
its truth set is the set of all real numbers x for which
eitherx > lor—1 <x <O.

¢. If the domain of P (x) is the set of all positive real num-
bers, then its truth set is the set of all real numbers x for
which x > 1.

. If the domain of Q(n) is the set of all integers, then its
truth set is {-5, —4, -3, -2, -1, 0, 1, 2, 3, 4, 5}.
Q(—2,1) is the statement “If =2 < 1 then (—=2)% < 12
The hypothesis of this statement is —2 < 1, which
is true. The conclusion is (—2)% < 12, which is
false because (—2)> =4 and 1> =1 and 4 # 1. Thus
Q(—2, 1) is a conditional statement with a true hypoth-
esis and a false conclusion. So Q(—2, 1) is false.
Q(3,8) is the statement “If 3 < 8 then 32 < 82 The
hypothesis of this statement is 3 < 8, which is true. The
conclusion is 32 < 82, which is also true because 32 = 9
and 8% = 64 and 9 < 64. Thus Q(3, 8) is a conditional
statement with a true hypothesis and a true conclusion.
So Q(3, 8) is true.

&

(o

7. a. The truth set is the set of all integers d such that 6/d

8.

9.

13. (a), (e), ()

15. a. Partial answer: Every rectangle is a quadrilateral.

is an integer, so the truth set is {—6, -3, -2, —1,1, 2,
3, 6}.

¢. The truth set is the set of all real numbers x with the
property that 1 < x? < 4, so the truth set is {x € R |
—2<x<-1lorl <x <2}. In other words, the truth
set is the set of all real numbers between —2 and —1
inclusive together with those between 1 and 2 inclusive.

a. {-9,-8,-7,-6,-5,-4,-3,-2,-1,0,1,2,3,4,5,
6,7,8,9}

Counterexample: Let x =1:1 % % (This is one coun-
terexample among many.)

11. Counterexample: Let m =1 and n =1. Then m-n =

l.1=1 and m4+n=14+1=2. But 122, and so
m-n 2 m + n. (This is one counterexample among many.)

14. (b), (c), (&), ()

b. Partial answer: At least one set has 16 subsets.

3.1 Solutions and Hints to Selected Exercises A-15

16. a. V dinosaurs x, x is extinct.

¢. Virrational numbers x, x is not an integer.
e. Vintegers x, x? does not equal 2, 147, 581, 953.

17. a. 3 an exercise x such that x has an answer.
18. a. 3s € D such that E(s) and M(s). (Or: 3s € D such that

19.

20,

h

21.

22.
23.

24

25.

26,

27.

28.

30.

31

o

E(s) A M(s).)
b. Vs € D,if C(s) then E(s).(Or:V¥s € D, C(s) — E(s).)
e. (3s € D such that C(s) A E(s)) A (3s € D such that
C(s) A ~E(s))
(b), (d), (e)
Partial answer: The square root of a positive real number is
positive.
a. The total degree of G is even, for any graph G.
¢. p is even, for some prime number p

a. Vx, if x is a Java program, then x has at least 5 lines.
a. Vx if x is an equilateral triangle, then x is isosceles.

a. I a hatter x such that x is mad.
dx such that x is a hatter and x is mad.

a. V nonzero fractions x, the reciprocal of x is a fraction.
Vx, if x is a nonzero fraction, then the reciprocal of x is
a fraction.

¢. V triangles x, the sum of the angles of x is 180°.

Vx, if x is a triangle, then the sum of the angles of x is

180°.

V even integers x and y, the sum of x and y is even.

Vx and y, if x and y are even integers, then the sum of x

and y is even.

Vx(Int(x) — Ratl(x)) A 3x(Ratl(x)A ~Int(x))

a. False. Figure b is a circle that is not gray.

True. All the gray figures are circles.

b. One answer among many: If a real number is negative,
then when its opposite is computed, the result is a posi-
tive real number.

This statement is true because for all real numbers

x, —(—|x]) = |x| (and any negative real number can be
represented as —|x|, for some real number x).

d. One answer among many: There is a real number that is

€

4

&

not an integer. This statement is true. For instance, % is
a real number that is not an integer.

b. One answer among many: If an integer is prime, then it
is not a perfect square.

This statement is true because a prime number is an
integer greater than 1 that is not a product of two smaller
positive integers. So a prime number cannot be a perfect
square because if it were, it would be a product of two
smaller positive integers.

Hint: Your answer should have the appearance shown in the
following made-up example:

Statement: “If a function is differentiable, then it is contin-
uous.”

Formal version: ¥ functions f, if f is differentiable, then
f is continuous.

Citation: Calculus by D. R. Mathematician, Best Publish-
ing Company, 2004, page 263.
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32. a. True: Any real number that is greater than 2 is greater
than 1.
c. False: (—3)? > 4 but —3 % 2.
33. a. True. Whenever both @ and b are positive, so is their
product.
b. False. Let a = —2 and b = —3. Then ab = 6, which is
not less than zero.

Section 3.2

1. (a) and (e) are negations.
3. a. Jafish x such that x does not have gills.
¢. ¥V movies m, m is less than or equal to 6 hours long. (Or:
Y movies m, m is no more than 6 hours long.)

In 4-6 there are other correct answers in addition to those
shown.

4. a. Some dogs are unfriendly. (Or: There is at least one
unfriendly dog.)
c. All suspicions were unsubstantiated. (Or: No suspicions
were substantiated.)
5. a. There is a valid argument that does not have a true con-
clusion. (Or: At least one valid argument does not have
a true conclusion.)

6. a. Sets A and B have at least one point in common.

7. The statement is not existential.
Informal negation: There is at least one order from store A
for item B.
Formal version of statement: ¥ orders x, if x is from store
A, then x is not for item B.

9. 3 a real number x such that x > 3 and x> < 9.

11. The proposed negation is not correct. Consider the given
statement: “The sum of any two irrational numbers is irra-
tional.” For this to be false means that it is possible to find
at least one pair of irrational numbers whose sum is ratio-
nal. On the other hand, the negation proposed in the exer-
cise (“The sum of any two irrational numbers is rational”)
means that given any two irrational numbers, their sum is
rational. This is a much stronger statement than the actual
negation: The truth of this statement implies the truth of
the negation (assuming that there are at least two irrational
numbers), but the negation can be true without having this
statement be true.

Correct negation: There are at least two irrational numbers
whose sum is rational.
Or: The sum of some two irrational numbers is rational.

13. The proposed negation is not correct. There are two mis-
takes: The negation of a “for all” statement is not a “for all”
statement; and the negation of an if-then statement is not an
if-then statement.

Correct negation: There exists an integer n such that n? is
even and n is not even.

15. a. True: All the odd numbers in D are positive.
c. False: x = 16, x =26, x = 32, and x = 36 are all
counterexamples.

16. 3 a real number x such that x> > 1 and x % 0. In other
words, 3 a real number x such that x> > 1 and x < 0.

18. 3 a real number x such that x(x + 1) > 0 and both x <0
and x > —1.

20. 3 integers a, b, and ¢ such that @ — b is even and b — ¢ is
even and a — ¢ is not even.

22. There is an integer such that the square of the integer is odd
but the integer is not odd. (Or: At least one integer has an
odd square but is not itself odd.)

24. a. If a person is a child in Tom’s family, then the person is

female.

If a person is a female in Tom’s family, then the person
is a child.

The second statement is the converse of the first.

25, a. Converse: If n + 1 is an even integer, then n is a prime
number that is greater than 2.
Counterexample: Let n = 15. Then n 4+ 1 is even but n
is not a prime number that is greater than 2.

26. Statement: ¥ real numbers x, if x> > 1 then x > 0.
Contrapositive: ¥ real numbers x, if x < 0 then x2 < 1.
Converse: ¥ real numbers x, if x > 0 then x> > 1.

Inverse: ¥ real numbers x, if x> < 1 then x < 0.

The statement and its contrapositive are false. As a coun-

terexample, let x = —2. Then x? = (—2)* =4, and so

x2 > 1. However x % 0.

The converse and the inverse are also false. As a coun-

terexample, let x = 1/2. Then x*> = 1/4, and so x > 0 but

2% %1,

28. Statement:¥x € R, if x(x +1) > Othenx > Qorx < —1.

Contrapositive: ¥x € R, if x <0 and x > —1, then
x(x+1) <0.
Converse:V¥x € R,if x > 0orx < —1 thenx(x 4+ 1) > 0.
Inverse: ¥x € R, if x(x +1) <0 thenx <0and x > —1.
The statement, its contrapositive, its converse, and its
inverse are all true.

30

Statement: ¥ integers a, b,and ¢, ifa — bisevenand b — ¢
is even, then @ — ¢ is even.

Contrapositive: VY integers a, b, and ¢, if a — c is not even,
then a — b is not even or b — ¢ is not even.

Converse: Y integers a, b and ¢, if a — c is even thena — b
is even and b — c is even.

Inverse: ¥ integers a, b, and ¢, if a — b is not even or b — ¢
is not even, then a — ¢ is not even.

The statement is true, but its converse and inverse are false.
As a counterexample, let @ =3, b =2, and ¢ = 1. Then
a —c=2,whichiseven,buta —b=1andb—c =1, s0
it is not the case that both @ — b and b — ¢ are even.

32. Statement: If the square of an integer is odd, then the integer
is odd.

Contrapositive: If an integer is not odd, then the square of
the integer is not odd.

Converse: If an integer is odd, then the square of the integer
is odd.

Inverse: If the square of an integer is not odd, then the inte-
ger is not odd.



34.

36.

37

39:

41

43.

45.

48.

The statement, its contrapositive, its converse, and its

inverse are all true.

a. If n is divisible by some prime number strictly between
I and /n, then n is not prime.

a. One possible answer: Let P(x) be “2x # 1. The state-
ment “Vx € Z, 2x # 17 is true, but the statements
“Yx € Q,2x # 1”7 and “Vx € R, 2x # 17 are both false.

The claim is “Vx, if x = 1 and x is in the sequence 0204,

then x is to the left of all the 0’s in the sequence.”

The negation is “Jx such thatx = 1 and x is in the sequence

0204, and x is not to the left of all the 0’s in the sequence.”

The negation is false because the sequence does not contain

the character 1. So the claim is vacuously true (or true by

default).

If a person earns a grade of C~ in this course, then the
course counts toward graduation.

If a person is not on time each day, then the person will not
keep this job.

It is not the case that if a number is divisible by 4, then that
number is divisible by 8. In other words, there is a number
that is divisible by 4 and is not divisible by 8.

It is not the case that if a person has a large income, then
that person is happy. In other words, there is a person who
has a large income and is not happy.

No. Interpreted formally, the statement says, “If carriers do
not offer the same lowest fare, then you may not select
among them,” or, equivalently, “If you may select among
carriers, then they offer the same lowest fare.”

Section 3.3

1.

moRwo

7.
9,

10.

I~

. True: Tokyo is the capital of Japan.
b. False: Athens is not the capital of Egypt.

a. True: 2> >3 b. False: 12 % |
] b. y=-1
a. Letn = 16. Then n > x because 16 > 15.83.

B —

a Y=

The statement says that no matter what circle anyone might

give you, you can find a square of the same color. This is

true because the only circles are a, ¢, and b, and given a or

¢, which are blue, square j is also blue, and given b, which

is gray, squares g and & are also gray.

This is true because triangle  is above every square.

a. There are five elements in D. For each, an element in
E must be found so that the sum of the two equals 0.

So: if x = =2, take y =2; if x = —1, take y = I; if
x =0,take y =0;if x = I, take y = —1; if x = 2, take
y=-2.

Alternatively, note that for each integer x in D, the
integer —x is also in D, including 0 (because —0 = 0),
and for all integers x, x + (—x) = 0.

a. True. Every student chose at least one dessert: Uta chose
pie, Tim chose both pie and cake, and Yuen chose pie.

11.

12.
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c. This statement says that some particular dessert was
chosen by every student. This is true: Every student
chose pie.

a. There is a student who has seen Casablanca.

¢. Every student has seen at least one movie.

d. There is a movie that has been seen by every student.
(There are many other acceptable ways to state these
answers.)

a. Negation: 3x in D such thatVy in E, x +y # 1.

The negation is true. When x = —2, the only number y
with the property that x +y = 1 is y = 3, and 3 is not
in E.

b. Negation: ¥Yx in D, Jy in E such that x +y # —y.
The negation is true and the original statement is false.
To see that the original statement is false, take any x in
D and choose y to be any number in £ with y # —%
Then 2y # —x, and adding x and subtracting y from
both sides gives x + y # —y.

In 13-19 there are other correct answers in addition to those
shown.

13.

14.

15.

18.

a. Statement: For every color, there is an animal of that
color.
There are animals of every color.

b. Negation: 3 a color C such that ¥V animals A, A is not
colored C.
For some color, there is no animal of that color.

Statement: There is a book that all people have read.
Negation: There is no book that all people have read.
(Or: ¥ books b, 3 aperson p such that p has not read b.)

a. Statement: For every odd integer n, there is an integer k
such that n = 2k + 1.
Given any odd integer, there is another integer for which
the given integer equals twice the other integer plus 1.
Given any odd integer n, we can find another integer k
so that n = 2k + 1.
Anodd integer is equal to twice some other integer plus 1.
Every odd integer has the form 2k + 1 for some integer k.

b. Negation: 3 an odd integer n such that V integers k, n #
2k + 1.
There is an odd integer that is not equal to 2k + 1 for
any integer k.
Some odd integer does not have the form 2k + 1 for any
integer k.

a. Statement: For every real number x, there is a real num-
ber y such that x 4+ y = 0.
Given any real number x, there exists a real number y
such thatx +y = 0.
Given any real number, we can find another real num-
ber (possibly the same) such that the sum of the given
number plus the other number equals 0.
Every real number can be added to some other real num-
ber (possibly itself) to obtain 0.

b. Negation: 3 a real number x such that V real numbers
v, x+y#0.
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There is a real number x for which there is no real num-
ber y withx +y =0.

There is a real number x with the property that
x + y # 0 for any real number y.

Some real number has the property that its sum with any
other real number is nonzero.

20. Statement (1) says that no matter what square anyone might

give you, you can find a triangle of a different color. This is
true because the only squares are ¢, g, h, and j, and given
squares g and A, which are gray, you could take triangle d,
which is black; given square e, which is black, you could
take either triangle f or i, which are gray; and given square
j, which is blue, you could take either triangle f or A,
which are gray, or triangle d, which is black.

. a. (1) The statement “V real numbers x, 3 a real number
y such that 2x + y = 7" is true.
(2) The statement “J a real number x such that V real
numbers y, 2x +y = 77 is false.
b. Both statements (1) “V real numbers x, 3 a real number
y such that x + y = y + x” and (2) “3 a real number x
such that V real numbers y, x +y = y + x” are true.

. a. Given any real number, you can find a real number so
that the sum of the two is zero. In other words, every
real number has an additive inverse. This statement is
true.

There is a real number with the following property: No
mattter what real number is added to it, the sum of the
two will be zero. In other words, there is one particular
real number whose sum with any real number is zero.
This statement is false; no one number will work for all
numbers. For instance, if x +0 = 0, then x = 0, but in
thatcase x + 1 =1 #0.

~(Vx € D(Vy € E(P(x,))))

= 3x € D(~(Yy € E(P(x, y))))
= 3x € D@y € E(~P(x,y)))

v

This statement says that all of the circles are above all of
the squares. This statement is true because the circles are
a, b, and c, and the squares are e, g, k, and j, and all of
a, b, and c lie above all of e, g, h, and j.

Negation: There is a circle x and a square y such that x is
not above y. In other words, at least one of the circles is not
above at least one of the squares.

The statement says that there are a circle and a square with
the property that the circle is above the square and has
a different color from the square. This statement is true.
For example, circle a lies above square e and is differ-
ently colored from e. (Several other examples could also
be given.)

29. a. Version with interchanged quantifiers: 3x € R such that

VyeR, x<y.

b. The given statement says that for any real number x,
there is a real number y that is greater than x. This is
true: For any real number x, lety = x 4+ 1. Thenx < y.
The version with interchanged quantifiers says that there

3
32.
33.

-

.

34.

37.

39.

40.

41.

42.

44.

is a real number that is less than every other real number.
This is false.

V people x, 3 a person y such that x is older than y.
3 a person x such that V people y, x is older than y.

a. Formal version: Y people x, 3 a person y such that x
loves y.

b. Negation: 3 a person x such that V people y, x does not
love y. In other words, there is someone who does not
love anyone.

a. Formal version: 3 a person x such that V people y, x
loves y.

b. Negation: ¥ people x, 3 a person y such that x does
not love y. In other words, everyone has someone whom
they do not love.

a. Statement: ¥ even integers n, 3 an integer k such that
n=2k.

b. Negation: 3 an even integer n such that V integers
k, n # 2k.
There is some even integer that is not equal to twice any
other integer.

a. Statement: 3 a program P such that V questions Q posed
to P, P gives the correct answer to Q.

b. Negation: ¥V programs P, there is a question Q that can
be posed to P such that P does not give the correct
answer to Q.

a. VY minutes m, 3 a sucker s such that s was born in

minute m.

a. This statement says that given any positive integer, there
is a positive integer such that the first integer is one more
than the second integer. This is false. Given the posi-
tive integer x = 1, the only integer with the property that
x =y+ 1isy =0, and 0 is not a positive integer.

b. This statement says that given any integer, there is an
integer such that the first integer is one more than the
second integer. This is true. Given any integer x, take
y=x—1.Then yisaninteger,andy + 1 = (x — 1) +
1=x.

e. This statement says that given any real number, there is
areal number such that the product of the two is equal to
1. This is false because 0-y = 0 # 1 for every number
y. So when x = 0, there is no real number y with the
property that xy = 1.

Je > 0 such that V integers N, 3 an integer n such that

n>N and either L —¢ >a, or a, > L +¢. In other

words, there is a positive number & such that for all inte-
gers N, it is possible to find an integer n that is greater than

N and has the property that a, does not lie between L — ¢

and L + ¢.

a. This statement is true. The unique real number with the
given property is 1. Note that

1-y =y for all real numbers y,

and if x is any real number such that for instance,
x-2 =2, then dividing both sides by 2 gives x =2/2=1.



o

46.

48.

51.

53.

55.

59.

a. True. Both triangles a and ¢ lie above all the squares.

b. Formal version: 3x(Triangle(x) A (Yy(Square(y) —
Above(x, y))))

¢. Formal negation: ¥x(~Triangle(x) v (3y (Square (y)A
~Above(x, y))))

a. False. There is no square to the right of circle .

b. Formal version: ¥x(Circle(x) — (y(Square(y) A
RightOf(y, x))))

¢. Formal negation: x(Circle(x) A (Vy(~Square(y) Vv
~RightOf(y, x))))

a. False. There is no object that has a different color from
every other object.

b. Formal version: 3y (¥x(x # y — ~SameColor(x, y)))

¢. Formal negation: Yy(3x(x # y A SameColor(x, y)))

a. False

b. Formal version: 3x (Circle(x) A (Iy(Square(y) A
SameColor(x, y))))

¢. Formal negation: ¥Yx(~Circle(x) Vv (Vy(~Square(y) v
~SameColor(x, y))))

a. No matter what the domain D or the predicates P (x)
and Q(x) are, the given statements have the same truth
value. If the statement “Vx in D, (P(x) A O(x))” is
true, then P(x) A Q(x) is true for every x in D, which
implies that both P(x) and Q(x) are true for every x
in D. But then P(x) is true for every x in D, and
also Q(x) is true for every x in D. So the statement
“(WVx in D, P(x)) A (Vx, in D, Q(x))” is true. Con-
versely, if the statement “(Vx in D, P(x)) A (Vx in
D, O(x))” is true, then P(x) is true for every x in D,
and also Q(x) is true for every x in D. This implies
that both P(x) and Q(x) are true for every x in D, and
so P(x) A Q(x)is true for every x in D. Hence the state-
ment “Vx in D, (P(x) A Q(x))” is true.

a Yes b X=w,X=w ¢X=b,X=uw

Section 3.4

1.

b (fi + 1) =f2+2fifi + f}
c. Bu+5v)> = (Bu)? +23u)(5v) + (5v)2
(= 9u? + 30uv + 250v?)
d. (g(r) +g(5))* = (g(r)* +28(r)g(s) + (g(s))*

S asi3g 2
33+5=5050(=%)

S. é is not an irrational number.

7. Invalid; converse error

8. Valid by universal modus ponens (or universal instantia-

tion)

9. Invalid; inverse error
10. Valid by universal modus tollens

16.
19.

Invalid; converse error

Vux, if x is a good car, then x is not cheap.

a. Valid, universal modus ponens (or universal instantia-
tion)

b. Invalid, converse error

21.

23.

25.

3.4 Solutions and Hints to Selected Exercises A-19

Valid. (A valid argument can have false premises and a true
conclusion!)

mortals

mice

people

The major premise says the set of people is included in
the set of mice. The minor premise says the set of mice
is included in the set of mortals. Assuming both of these
premises are true, it must follow that the set of people is
included in the set of mortals. Since it is impossible for the
conclusion to be false if the premises are true, the argument
is valid.

Valid. The major and minor premises can be diagrammed
as follows:

beings who
occasionally
make mistakes

According to the diagram, the set of teachers and the set of
gods can have no common elements. Hence, if the premises
are true, then the conclusion must also be true, and so the
argument is valid.

Invalid. Let C represent the set of all college cafeteria food,
G the set of all good food, and W the set of all wasted food.
Then any one of the following diagrams could represent the
given premises.

® O
O
O O
©

3 4



A-20 Appendix B Solutions and Hints to Selected Exercises

28.

31.

33:

Only in drawing (1) is the conclusion true. Hence it is possi-

ble for the premises to be true while the conclusion is false,

and so the argument is invalid.

(3) Contrapositive form: If an object is gray, then it is a

circle.

(2) If an object is a circle, then it is to the right of all the

blue objects.

(1) If an object is to right of all the blue objects, then it is

above all the triangles.

. If an object is gray, then it is above all the triangles.

4. If an animal is in the yard, then it is mine.

1. If an animal belongs to me, then I trust it.

5. If I trust an animal, then I admit it into my study.

3. If I admit an animal into my study, then it will beg when
told to do so.

6. If an animal begs when told to do so, then that animal is
a dog.

2. If an animal is a dog, then that animal gnaws bones.

-, If an animal is in the yard, then that animal gnaws bones;
that is, all the animals in the yard gnaw bones.

.If a bird is in this aviary, then it belongs to me.

. If a bird belongs to me, then it is at least 9 feet high.

. If a bird is at least 9 feet high, then it is an ostrich.

. If a bird lives on mince pies, then it is not an ostrich.
Contrapositive: If a bird is an ostrich, then it does not
live on mince pies.

.. If a bird is in this aviary, then it does not live on mince

pies; that is, no bird in this aviary lives on mince pies.

W = AN

Section 4.1

1.

a. Yes: —17=2(-9) + 1

b. Yes:0=2-0

c. Yes: 2k —1=2(k—1)+1 and k—1 is an integer
because it is a difference of integers.

a. Yes: 6m + 8n = 2(3m + 4n) and (3m + 4n) is an inte-
ger because 3, 4, m, and n are integers, and products and
sums of integers are integers.

b. Yes: 10mn +7 =2(5mn +3) + 1 and Smn + 3 is an
integer because 3, 5, m, and n are integers, and products
and sums of integers are integers.

¢. Not necessarily. For instance, if m =3 and n =2,
then m*> —n®> =9 — 4 = 5, which is prime. (Note that
m?> —n? is composite for many values of m and n
because of the identity m?* —n*=(m—n)(m-+n).)

. For example, let m =n =2. Then m and n are inte-

gers such that m > 0 and n > 0 and % +- % = % + % =1,
which is an integer.

. Forexample, letn = 7. Then n is an integer such thatn > 5

and 2" — 1 = 127, which is prime.

. For example, 25, 9, and 16 are all perfect squares, because

25=5% 9=23%and 16 = 4>, and 25 =9 + 16. Thus 25
is a perfect square that can be written as a sum of two other
perfect squares.

11.

14.

15.

17.

19.

20.

22.

24.

Counterexample: Let a = —2 and b = —1. Then a < b
because —2 < —1, but a® ¢ b* because (—2)?> =4 and
(=1)?> = 1and 4 #£ 1. [So the hypothesis of the statement is
true but its conclusion is false.]

This property is true for some integers and false for other
integers. For instance, if @ = 0 and b = 1, the property is
true because (0+ )2 =0>+ 12, butifa=1and b =1,
the property is false because (1 + 1)> =4 and 1> + 17 =2
and 4 # 2.

Hint: This property is true for some integers and false for
other integers. To justify this answer you need to find exam-
ples of both.

2=1241%,4=2% 6=224+1* 417,
8=22+2% 10=3*41% 12=22 4224727,
14=3"+22+1% 16 =4%
18=32+32=42+12+1% 20=4% 422,

2 =3 4+3242% 24 =4> 4274+ 27

a. Vintegers m and n, if m is even and n is odd, then m + n
is odd.

Y even integers m and odd integers n, m + n is odd.

If m is any even integer and n is any odd integer, then

m -+ n is odd.

b. (a) any odd integer  (b) integer r

@©2r+@2s+1) (d) m + n is odd
a. If an integer is greater than I, then its reciprocal is

between 0 and 1.

b. Start of proof: Suppose m is any integer such thatm > 1.

Conclusion to be shown: 0 < 1/m < 1.

a. If the product of two integers is 1, then either both are 1

or both are —1.

b. Start of proof: Suppose m and n are any integers with

mn = 1.

Conclusion to be shown: m =n =1orm =n = —1.

Two versions of a correct proof are given below to illustrate
some of the variety that is possible.
Proof 1: Suppose n is any [particular but arbitrarily chosen]
even integer. [We must show that —n is even.] By definition
of even, n = 2k for some integer k. Multiplying both side
by —1 gives that

—n = —(2k) = 2(—k).

Letr = —k. Then r is an integer because r = —k = (—1)k,
—1 and k are integers, and a product of two integers is an
integer. Hence, —n = 2r for some integer r, and so —n is
even [as was to be shown].

Proof 2: Suppose n is any even integer. By definition of
even, n = 2k for some integer k. Then

—n = —2k = 2(—k).

But —k is an integer because it is a product of integers —
and k. Thus —n equals twice some integer, and so —n is
even by definition of even.



25.

26.

29.

31.

33

35.

Proof: Suppose a is any even integer and b is any odd inte-
ger. [We must show that a — b is odd.] By definition of even
and odd, a = 2r and b = 25 + 1 for some integers r and s.
By substitution and algebra,

a—-b=2r—2s+1)=2r—2s—1=2(r—s—1)+ 1.

Lett =r —s — 1. Then ¢ is an integer because differences
of integers are integers. Thus a — b = 2¢ + 1, where ¢ is an
integer, and so, by definition of odd, a — b is odd [as was to
be shown].

Hint: The conclusion to be shown is that a certain quantity
is odd. To show this, you need to show that the quantity
equals twice some integer plus one.

Proof: Suppose n is any [particular but arbitrarily chosen]
odd integer. [We must show that 3n + 5 is even.] By defini-
tion of odd, there is an integer r such that n = 2r + 1. Then

3n+5=3Q2r+1)+5
=6r+3+5
=6r+38
=23r+4)

by substitution

by algebra.

Let ¢ = 3r + 4. Then ¢ is an integer because products and
sums of integers are integers. Hence, 3n + 5 = 2¢, where ¢
is an integer, and so, by definition of even, 3n + 5 is even
[as was to be shown].

Proof: Suppose k is any [particular but arbitrarily chosen]
odd integer and m is any even integer. [We must show that
k? + m? is odd.] By definition of odd and even, k = 24 + 1
and m = 2b for some integers a and b. Then

K +m? = Qa+ 1)+ 2b)?
=4a’ 4+ 4a + 1 + 4b°
=4@*+a+b)+1
=2Qa*+2a+2b%) + 1

by substitution

by algebra.

But 242 + 2a + 2b? is an integer because it is a sum of
products of integers. Thus k% + m? is twice an integer
plus 1, and so k% + m? is odd [as was to be shown].

Proof: Suppose n is any even integer. Then n = 2k for some
integer k. Hence

(=D)"=(=D¥=((-DH=1"r=1

[by the laws of exponents from algebra]. This is what was to
be shown.

The negation of the statement is “For all integers m > 3,
m? — 1 is not prime.”

Proof of the negation: Suppose m is any integer with m > 3,
By basic algebra, m®> — 1 = (m — 1)(m + 1). Because m >
3, both m — 1 and m + 1 are positive integers greater than
1, and each is smaller than m? — 1. So m? — 1 is a product
of two smaller positive integers, each greater than 1, and
hence m? — 1 is not prime.

4.1 Solutions and Hints to Selected Exercises A-21

38. The incorrect proof just shows the theorem to be true in the

39.

40

43.

44.

45

47.

54.

56.
62.

one case where k = 2. A real proof must show that it is true
for all integers k > 0.

The mistake in the “proof” is that the same symbol, k,
is used to represent two different quantities. By setting
m = 2k and n = 2k + 1, the proof implies that n = m + 1,
and thus it deduces the conclusion only for this one situ-
ation. When m = 4 and n = 17, for instance, the compu-
tations in the proof indicate that n — m = 1, but actually
n —m = 13. In other words, the proof does not deduce the
conclusion for an arbitrarily chosen even integer m and odd
integer n, and hence it is invalid.

This incorrect proof exhibits circular reasoning. The word
since in the third sentence is completely unjustified. The
second sentence tells only what happens if k2 + 2k + 1 is
composite. But at that point in the proof, it has not been
established that k? + 2k + 1 is composite. In fact, that is
exactly what is to be proved.

True. Proof: Suppose m and n are any odd integers. [We
must show that mn is odd.] By definition of odd, n = 2r + 1
and m = 25 + 1 for some integers r and s. Then
mn=Q2r+1)2s+1)
=4rs +2r+2s+1
=2Q2rs+r+s)+1

by subsitution

by algebra.

Now 2rs +r + s is an integer because products and sums
of integers are integers and 2, r, and s are all integers.
Hence mn = 2. (some integer) + 1, and so, by definition
of odd, mn is odd.

True. Proof: Suppose n is any odd integer. [We must show
that —n is odd.] By definition of odd, n = 2k + 1 for some
integer k. By substitution and algebra,

—n=—Qk+1)=-2k-1=2(—k-=1)+1.

Lett = —k — 1. Then 7 is an integer because differences of
integers are integers. Thus —n = 2¢ + 1, where ¢ is an inte-
ger, and so, by definition of odd, —n is odd [as was to be
shown].

False. Counterexample: Both 3 and 1 are odd, but their dif-
ference is 3 — 1 = 2, which is even.

False. Counterexample: Let m =1 and n =3. Then
m 4+ n = 4 is even, but neither summand m nor summand
n is even.

Proof: Suppose 7 is any integer. Then
A4’ +n+1)—3n* =4n® +4n + 4 — 3n°
=n’+4n+4=(n+2)*
(by algebra). But (n + 2)? is a perfect square because n + 2

is an integer (being a sum of # and 2). Hence 4(n? +n +
1) — 3n? is a perfect square, as was to be shown.

Hint: This is true.
Hint: The answer is no.
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Section 4.2

=35 _ =35
L=
4,2 _ 49425 46
STo= 45 T4

4. Letx = 0.3737373737 .. .
Then 100x = 37.37373737 ..., and so

100x — x = 37.37373737...—0.3737373737.. ..

Thus 99x = 37, and hence x = g—;

6. Let x = 320.5492492492 . . ..
Then 10000x = 3205492.492492 . . ., and
10x = 3205.492492492 . .., and so
10000x — 10x = 3205492 — 3205.

Thus 9990x = 3202287, and hence x = 3202287

9990

8. b. Vreal numbers x and y, if x # 0and y # Othenxy # 0.

9. Because a and b are integers, b — a and ab® are both inte-
gers (since differences and products of integers are inte-
gers). Also, by the zero product property, ab® # 0 because
neither a nor b is zero. Hence (b — a)/ab® is a quotient of
two integers with nonzero denominator, and so it is rational.

11. Proof: Suppose n is any [particular but arbitrarily chosen]
integer. Thenn = n-1, and son = n/1 by by dividing both
sides by 1. Now n and 1 are both integers, and 1 # 0. Hence
n can be written as a quotient of integers with a nonzero

denominator, and so n is rational.

12. (a) any [particular but arbitrarily chosen] rational number

(b) integersa and b (c) (a/b)* (d) b*
(e) zero product property  (f) r? is rational
13. a. V real numbers r, if r is rational then —r is rational.
Or: Vr, if r is a rational number then —r is rational.
Or: V rational numbers r, —r is rational.

b. The statement is true. Proof: Suppose r is a [particular
but arbitrarily chosen] rational number. [We must show
that —r is rational.] By definition of rational, r = a/b

for some integers a and b with b # 0. Then

a

— = —=

by substitution

—a
= — by algebra.

b

But since a is an integer, so is —a (being the product
of —1 and @). Hence —r is a quotient of integers with a
nonzero denominator, and so —r is rational [as was to be

shown].

15. Proof: Suppose r and s are rational numbers. By definition
of rational, r = a/b and s = c/d for some integers a, b, c,

and d with b # 0 and d # 0. Then

a c T
FS= == y substitution
b d
ac ~ ~ . . . .
= n by the rules of algebra for multiplying fractions.
ha

Now ac and bd are both integers (being products of inte-
gers) and bd # 0 (by the zero product property). Hence rs
is a quotient of integers with a nonzero denominator, and

so, by definition of rational, rs is rational.

16.

17.

18.

19.

21.

24,

27.

31.

Hint: Counterexample: Let r be any rational number and
s = 0. Then r and s are both rational, but the quotient of
r divided by s is undefined and therefore is not a rational
number.

Revised statement to be proved: For all rational numbers r
and s, if s # 0 then r/s is rational.

Hint: The conclusion to be shown is that a certain quantity
(the difference of two rational numbers) is rational. To show
this, you need to show that the quantity can be expressed as
a ratio of two integers with a nonzero denominator.

Hint: a/bte/d _ (ad + bc)/(bd) ad + bc
L 2 T 2bd
Hint: If a < b then a +a < a + b (by T19 of Appendix

A), or equivalently 2a < a +b. Thus a < %(by T20
Appendix A).

True. Proof: Suppose m is any even integer and n is any odd
integer. [We must show that m* -+ 3n is odd. ] By properties 1
and 3 of Example 4.2.3, m? is even (because m?> = m-m)
and 3n is odd (because both 3 and n are odd). It follows
from property 5 [and the commutative law for addition] that
m? + 3n is odd [as was to be shown].

Proof: Suppose r and s are any rational numbers. By
Theorem 4.2.1, both 2 and 3 are rational, and so,
by exercise 15, both 2r and 3s are rational. Hence, by The-
orem 4.2.2, 2r + 3s is rational.

Let
1 1 1
o on+l - on+l - :Z”T ontl 2n+| -
bac = = me = )
1 1 1 1 2H+| on
2 2 2

But 2! — 1 and 2" are both integers (since n is a non-
negative integer) and 2" # 0 by the zero product property.
Therefore, x is rational.

Proof: Suppose ¢ is a real number such that
I‘3C3 + r2c2 +ric+rg= O,

where rg, r1, 12, and r3 are rational numbers. By defini-
tion of rational, ro = ag/by, 1 = a,/by,r, = a»/b,, and
ry = a3 /by for some integers, aq, a;, az, az, and nonzero
integers by, by, by, and bs. By substitution,

rcd +rct+ric+rg

_Ba, B B %

"5 TR TR T

_ b()])1b2a3 (,‘3 b0b1b3(lz (,‘2 b()bzb}al . b1b2b3a0
b()blb2b3 bOblb?_bB b()blb2b3 b0b1b2b3

=0.

Multiplying both sides by bob, b, b3 gives
b()b]bg[l} ¢ C3 + b()b] b3a2 8 C2 =+ b()bzbsth c+ b] bzbga() =

Let ny = bob\b3asz, n» = bob\bsay, ny, = bybybsa,, and
no = b1bybzay. Then ng, ny, n,, and n3 are all integers
(being products of integers). Hence c satisfies the equation



33.

35.
37.

3 2
nyc” + nyc” +njc+nyp=0.

where ng, ny, ny, and n3 are all integers. This is what was

to be shown.

a. Hint: Note that (x — r)(x —§) = x> — (r + s)x +rs. If
both r and s are odd, then r + s is even and rs is odd.
So the coefficient of x? is 1 (odd), the coefficient of x is
even, and the constant coefficient, rs, is odd.

This “proof” assumes what is to be proved.

By setting both r and s equal to a/b, this incorrect proof
violates the requirement that » and s be arbitrarily chosen
rational numbers. If both r and s equal a /b, then r = s.

Section 4.3

1.
4

10.
12.

14.
15.

16.

17:

Yes, 52 = 13-4 2. Yes, 56 =17-8

Yes, Bk +1)(3k +2)(3k +3) =

31k + 1)(Bk+2)(k+ 1)], and

Bk + 1)(Bk +2)(k+ 1) is an integer because k is an
integer and sums and products of integers are integers.

. No, 29/3 = 9.67, which is not an integer.
. Yes, 66 = (—3)(—22).
. Yes, 6a(a + b) = 3a[2(a + b)], and 2(a + b) is an integer

because a and b are integers and sums and products of inte-
gers are integers.

No, 34/7 = 4.86, which is not an integer.

Yes, n? —1=(@k+1)?>—1=16k>+8k+1)— 1=
16k 4 8k = 8(2k> + k), and 2k> + k is an integer because
k is an integer and sums and products of integers are inte-
gers.

@alb Mb=ar (©—r (@al(=b)

Proof: Suppose a, b, and ¢ are any integers such that a | b
and a | ¢. [We must show that a | (b + ¢).] By definition of
divides, b = ar and ¢ = as for some integers r and s. Then

b+c=ar+as=a(r+s) byalgebra.

Let + =r +s. Then ¢ is an integer (being a sum of inte-
gers), and thus b 4+ ¢ = at where ¢ is an integer. By defini-
tion of divides, then, a | (b + ¢) [as was to be shown].

Hint: The conclusion to be shown is that a certain quantity

is divisible by a. To show this, you need to show that the

quantity equals a times some integer.

a. Vintegers n if n is a multiple of 3 then —n is a multiple
of 3.

b. The statement is true. Proof: Suppose n is any integer
that is a multiple of 3. [We must show that —n is a mul-
tiple of 3.] By definition of multiple, n = 3k for some
integer k. Then

—n = —(3k)
= 3(—k)

by substitution

by algebra.

Hence, by definition of multiple, —n is a multiple of 3 [as
was to be shown].
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19.

22.

24.

25.

26.
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44.

4.3 Solutions and Hints to Selected Exercises A-23

Counterexample: Let ¢ =2 and b= 1. Then a +b =
2+ 1=23,andso3 | (a + b) because 3 = 3- 1. On the other
hand, a —b =2 —1=1, and 31 1 because 1/3 is not an
integer. Thus 3 1 (a — b). [So the hypothesis of the statement
is true but its conclusion is false. ]

Start of proof: Suppose a, b, and ¢ are any integers such
that a divides b. [We must show that a divides bc.]

Hint: The given statement can be rewritten formally as
“V integers n, if n is divisible by 6, then n is divisible by
2.” This statement is true.

The statement is true. Proof: Suppose «, b, and ¢ are any

integers such thata | b and a | c. [We must show that a | (2b —

3c).] By definition of divisibility, we know that b = am
and ¢ = an for some integers m and n. It follows that
2b — 3¢ = 2(am) — 3(an) (by substitution) = a(2m — 3n)

(by basic algebra). Let t = 2m — 3n. Then ¢ is an integer

because it is a difference of products of integers. Hence

2b — 3¢ = at, where t is an integer, and so a | (2b — 3¢)
by definition of divisibility [as was to be shown].

The statement is false. Counterexample: Let a = 2, b = 3,

and ¢ =8. Then a|c because 2 divides 8, but abtc

because ab = 6 and 6 does not divide 8.

Hint: The statement is true.

Hint: The statement is false.

No. Each of these numbers is divisible by 3, and so their

sum is also divisible by 3. But 100 is not divisible by 3.

Thus the sum cannot equal $100.

a. The sum of the digits is 54, which is divisible by 9.
Therefore, 637,425,403,705,125 is divisible by 9 and
hence also divisible by 3 (by transitivity of divisibil-
ity). Because the rightmost digit is 5, then 637,425,
403,705,125 is not divisible by 5. And because the two
rightmost digits are 25, which is not divisible by 4, then
637,425,403,705,125 is not divisible by 4.

. 1176 =23.3.72

a
2e;  2e 2ey
a. p; Py .. D
b. n =42, 2°.3.52.7>.n = 58807
a. Because 12a = 25b, the unique factorization theorem

guarantees that the standard factored forms of 12a and
25b must be the same. Thus 25b contains the factors
2%.3(= 12). But since neither 2 nor 3 divide 25, the fac-
tors 2% -3 must all occur in b, and hence 12| b. Similarly,
12a contains the factors 5% = 25, and since 5 is not a
factor of 12, the factors 5> must occur in a. So 25 | a.
Hint: 45%.88% = (32.5)%. (23.11)° = 3!6.58.215. 115,
How many factors of 10 does this number contain?
a. 6/=6-54.3.2.1=2.3.5.2.2.3.2=24.32.5
Proof: Suppose n is a nonnegative integer whose deci-
mal representation ends in 0. Then n = 10m + 0 = 10m
for some integer m. Factoring out a 5 yields n = 10m =
5(2m), and 2m is an integer since m is an integer. Hence
10m is divisible by 5, which is what was to be shown.
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47. Hint: You may take it as a fact that for any positive
integer k,

105 =99...9 + 1; that s,
N —
k of these

10f =9.10! +9.102+ ... +9-10' +9-10° + 1.

Section 4.4
L. g=r=1 3. ig=0,r =36
5.9g=-5r=10 7.a.4 b.7

11. a. When today is Saturday, 15 days from today is two
weeks (which is Saturday) plus one day (which is Sun-
day). Hence DayN should be 0. According to the for-
mula, when today is Saturday, DayT = 6, and so when
N = 15;

DayN = (DayT + N) mod 7
= (6 + 15) mod 7
=21 mod 7 =0, which agrees.

13. Solution 1: 30 = 4.7 + 2. Hence the answer is two days
after Monday, which is Wednesday.
Solution 2: By the formula, the answer is (1 4 30) mod 7 =
31 mod 7 = 3, which is Wednesday.

14. Hint: There are two ways to solve this problem. One is
to find that 1,000 = 7-142 4+ 6 and note that if today is
Tuesday, then 1,000 days from today is 142 weeks plus
6 days from today. The other way is to use the formula
DayN = (DayT + N) mod 7, with DayT = 2 (Tuesday)
and N = 1000.

16. Because d |n,n =dg + 0 for some integer g. Thus the
remainder is 0.

18. Proof: Suppose 7 is any odd integer. By definition of odd,
n=2q+ 1 for some integer g. Then n? = (2¢ + 1)* =
4° +4q+1=4(q>+q) + 1 =4q(qg+ 1)+ 1. By the
result of exercise 17, the product g(g + 1) is even, so
q(g + 1) = 2m for some integer m. Then, by substitution,
n?=42m+1=8m+1.

20. Because a mod 7 =4, the remainder obtained when a
is divided by 7 is 4, and so a = 7q + 4 for some inte-
ger ¢g. Multiplying this equation through by 5 gives that
Sa = 35q + 20 =35q + 14 4+ 6 =7(5q + 2) + 6. Because
g is an integer, 5¢ + 2 is also an integer, and so 5a =
7-(an integer) 4+ 6. Thus, because 0 < 6 < 7, the remain-
der obtained when 5a is divided by 7 is 6, and so
Samod T =6.

23. Proof: Suppose n is any [particular but arbitrarily chosen]
integer such that n mod 5 = 3. Then the remainder obtained
when 7 is divided by 5 is 3, and so n = 5¢ + 3 for some
integer ¢. By substitution,

n* = (5q +3)* =25¢> +30g +9
=25¢> +30g +5+4=55¢"+6g + 1) +4.

Because products and sums of integers are integers, 5¢> +
6g + 1 is an integer, and hence n> = 5-(an integer) + 4.

Thus, since 0 < 4 < 5, the remainder obtained when n? is
divided by 5 is 4, and so n? mod 5 = 4.

26. Hint: You need to show that (1) for all nonnegative inte-
gers n and positive integers d, if n is divisible by d then
n mod d = 0; and (2) for all nonnegative integers n and
positive integers d, if n mod d = 0 then n is divisible by d.

27. Proof: Suppose n is any integer. By the quotient-remainder
theorem with d = 3, there exist integers ¢ and r such that
n=3qg +rand 0 <r < 3. But the only nonnegative inte-
gers r that are less than 3 are 0, 1, and 2. Therefore,
n=3q+0=3q,orn=3q+ 1, orn =3q + 2 for some
integer ¢.

28. a. Proof: Suppose n,n + 1, and n + 2 are any three con-
secutive integers. [We must show that n(n + 1)(n +2) is
divisible by 3.] By the quotient-remainder theorem, n
can be written in one of the three forms, 3¢, 3g + 1, or
3¢ + 2 for some integer ¢. We divide into cases accord-
ingly.

Case 1 (n = 3q for some integer q): In this case,

nn+1)(n+2)
=393q +1)3q +2)
=3-[g(3q + 1)(3q +2)]
Let m =¢q(3qg +1)(3¢q +2). Then m is an integer

because ¢ is an integer, and sums and products of inte-
gers are integers. By substitution,

by substitution

by factoring out a 3.

n(n+1)(n+2) =3m where m is an integer.
And so, by definition of divisible, n(n + 1)(n + 2) is
divisible by 3.
Case 2 (n = 3q + 1 for some integer q): In this case,
nn-+1(n+2)

=@q+D(Bg+D+D(Bg+1)+2)
by substitution

=Bg+1DBg+2)(3q +3)

=0Bg+1)3q+2)3(g+1)

=3:[8g + D(Bq +2)(q + D]
Let m = (3g + 1)(3g + 2)(¢g + 1). Then m is an inte-

ger because ¢ is an integer, and sums and products of
integers are integers. By substitution,

by algebra.

nn+ 1)(n+2) =3m where m is an integer.
And so, by definition of divisible, n(n 4+ 1)(n 4 2) is
divisible by 3.
Case 3 (n = 3q + 2 for some integer q): In this case,
nn—+1)(n+2)

=0GBq+2(Bg+2)+ 1H((Bqg+2)+2)
by substitution

=39 +2)(3q +3)(3q +4)
= (3¢ +2)3(q + 1)(3q +4)

=3-[3¢+2)(q+1)3q +4)] byalgebra
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31.

32,

34.

36.

38.

39.

42.

44,

Let m = (3qg +2)(q + 1)(3q +4). Then m is an inte-
ger because ¢ is an integer, and sums and products of
integers are integers. By substitution,

n(n+1)(n+2) =3m where m is an integer.

And so, by definition of divisible, n(n + 1)(n + 2) is
divisible by 3.

In each of the three cases, n(n + 1)(n + 2) was seen to
be divisible by 3. But by the quotient-remainder theo-
rem, one of these cases must occur. Therefore, the prod-
uct of any three consecutive integers is divisible by 3.

b. For all integers n, n(n + 1)(n + 2) mod 3 = 0.

a. Hint: Given any integer n, begin by using the quotient-
remainder theorem to say that n can be written in
one of the three forms: n =3¢g, or n =3¢ + 1, or
n = 3q + 2 for some integer ¢. Then divide into three
cases according to these three possibilities. Show that
in each case either n*> = 3k for some integer k, or
n* =3k + 1 for some integer k. For instance, when
n=3q+2, then > = (3¢ +2)>=9¢>+12g +4 =
33g* +4g + 1) + 1, and 3g%> +4q + 1 is an integer
because it is a sum of products of integers.

b. If m?—n? =56, then 56 = (m +n)(m —n). Now
56 = 2*.7, and by the unique factorization theorem, this
factorization is unique. Hence the only representations
of 56 as a product of two positive integers are 56 =
7-8=14-4=28-2 =56-1. By part (a), m and n must
both be odd or both be even. Thus the only solutions
are either m+n=14and m —n =4 or m +n =28
and m —n = 2. This gives either m =9 and n = 5 or
m =15 and n = 13 as the only solutions.

Under the given conditions, 2a — (b + ¢) is even.

Proof: Suppose a, b, and ¢ are any integers such that a — b
is even and b — ¢ is even. [We must show that 2a — (b + ¢)
is even.] Note first that 2a — (b +c¢) = (a — b) + (a — ¢).
Also note that (a — b) + (b — ¢) is a sum of two even inte-
gers and hence is even by Example 4.2.3 #1. But (¢ — b) +
(b —c)=a—c,and soa — ¢ is even. Hence 2a — (b + ¢)
is a sum of two even integers, and thus it is even [as was to
be shown].

Hint: Express n using the quotient-remainder theorem with
d=3;

Hint: Use the quotient-remainder theorem (as in Exam-
ple 3.4.5) to say that n =4g,n =4qg + 1,n =4q + 2, or
n = 4g + 3 and divide into cases accordingly.

Hint: Given any integer n, consider the two cases where n
is even and where n is odd.

Hint: Given any integer n, analyze the sum n + (n + 1) +
n+2)+ @n+3).

Hint: Use the quotient-remainder theorem to say that n
must have one of the forms 6¢q, 6g + 1, 6¢ + 2, 6 + 3,
6q + 4, or 6 + 5 for some integer g.

Hint: There are three cases: Either x and y are both pos-
itive, or they are both negative, or one is positive and the
other is negative.

47.
49.

4.5 Solutions and Hints to Selected Exercises A-25

a. 7609 +5=7614

Answer to first question: No. Counterexample: Let m =
I,n=3,andd = 2. Thenm mod d =1 and n mod d = 1
butm # n.

Answer to second question: Yes. Proof: Suppose m, n, and
d are integers such that m mod d =n mod d. Let r =
m mod d =n mod d. By definition of mod, m = dp +r
and n = dg + r for some integers p and ¢g. Then m —n =
(dp+r)—(dg+r)=d(p—gq). But p—gq is an integer
(being a difference of integers), and so m — n is divisible
by d by definition of divisible.

Section 4.5

1.
3.
8.

10.

12,

14.

15.

17.

[37.999] =37, [37.9991 = 38
[—14.00001] = —15,[—14.00001] = —14

[72/7]. The floor notation is more appropriate. If the ceiling
notation is used, two different formulas are needed, depend-
ing on whether /7 is an integer or not. (What are they?)

y 2049 2049 2049
a. (i) (2050 + LTJ = LWJ + LW )m0d7
= (2050 4+ 512 = 20+ 5) mod 7 = 2547 mod 7
= 6, which corresponds to a Saturday
b. Hint: One day is added every four years, except that each

century the day is not added unless the century is a mul-
tiple of 400.

Proof: Suppose n is any even integer. By definition of even,
n = 2k for some integer k. Then

-2

k=—
2

because k is an integer
andk <k <k—1.

But

because n = 2k.

n

Thus, on the one hand, LQ

J = k, and on the other hand,

k = % It follows that L%J = % [as was to be shown].

False. Counterexample: Let x =2 and y = 1.9. Then
[x —yl=12—-19] =|0.1] =0, whereas |x] — |y] =
[2]—19]=2=1=1.

True. Proof: Suppose x is any real number. Let m = |x].

By definition of floor, m < x < m + 1. Subtracting 1 from
all parts of the inequality gives that

m—1<x-—1<m,
and so, by definition of floor, [x — 1] = m — 1. It follows
by substitution that |[x — 1] = x| — I.
Proof for the case where n mod 3 = 2.

In the case where n mod 3 = 2, then n = 3¢ + 2 for some
integer g by definition of mod. By substitution,
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th | 3q+2
8" | 3
3g 2
N [? " EJ
+ 2
= =y
q 3 q

n—2
3

because ¢ is an integer and
d=<qg+2B=<qg+l

But

q= by solving n = 3¢g + 2 for q.
Thus, on the one hand, L%J = ¢, and on the other hand,

qg = % It follows that | 4

Hint: This is false.

Hint: This is true.

Proof: Suppose x is a real number that is not an integer.
Let | x| = n. Then, by definition of floor and because n is
not an integer, n < x < n + 1. Multiplying both sides by
—1 gives —n > —x > —n — 1, or equivalently, —n — | <
—x < —n. Since —n — 1 is an integer, it follows by defini-
tion of floor that | —x] = —n — 1. Hence

,__
|
e
Il
=
W
)

x]+|—x]=n+(-n—-1)=n—-n—-1=-1,

as was to be shown.
Hint: Let n = L%J and consider the two cases: n is even
and n odd.
Proof: Suppose x is any real number such that
x —|lx] < % Multiplying both sides by 2 gives

2x —2|x] <1, or2x <2|x] + 1.
Now by definition of floor, |x] < x. Hence, 2[x] < 2x.
Putting the two inequalities involving 2x together gives

2lx] <2x < 2|x] + 1.

Thus, by definition of floor (and because 2|x] is an inte-
ger), |2x| = 2|x]. This is what was to be shown.

This incorrect proof exhibits circular reasoning. The equal-
; Al (n—1)
ity Lz J =g
2k + 1 for n into both sides of the equality and working
from the result as though it were known to be true, the proof
assumes the truth of the conclusion to be proved.

is what is to be shown. By substituting

Section 4.6

1.

3

(a) A contradiction

(b) A positive real number

(¢) x

(d) Both sides by 2

(e) Contradiction

Proof: Suppose not. That is, suppose there is an integer n
such that 3n + 2 is divisible by 3. [We must derive a contra-
diction.] By definition of divisibility, 3n + 2 = 3k for some
integer k. Subtracting 3n from both sides gives that 2 =
3k — 3n = 3(k — n). So, by definition of divisibility, 3 | 2.

10.

11.

But by Theorem 4.3.1 this implies that 3 < 2, which con-
tradicts the fact that 3 > 2. [Thus for all integers n, 3n + 2 is
not divisible by 3.]

. Negation of statement: There is a greatest even integer.

Proof of statement: Suppose not. That is, suppose there is
a greatest even integer; call it N. Then N is an even inte-
ger, and N > n for every even integer n. [We must deduce
a contradiction.] Let M = N + 2. Then M is an even inte-
ger since it is a sum of even integers, and M > N since
M = N + 2. This contradicts the supposition that N > n
for every even integer n. [Hence the supposition is false and
the statement is true.]

(a) arational number

(b) 2(1111 irrational number

(¢) 1:)

Wy

(e) »d

(f) integers

(g) integers

(h) zero product property

(i) rational

. a. The mistake in this proof occurs in the second sentence

where the negation written by the student is incorrect:
Instead of being existential, it is universal. The prob-
lem is that if the student proceeds in a logically correct
manner, all that is needed to reach a contradiction is one
example of a rational and an irrational number whose
sum is irrational. To prove the given statement, however,
it is necessary to show that there is no rational number
and no irrational number whose sum is rational.

Proof by contradiction: Suppose not. That is, suppose there
is an irrational number x such that the square root of x is
rational. [We must derive a contradiction.] By definition of
rational, \/x = ;—; for some integers a and b with b # 0. By
substitution,

W= (2,

and so, by algebra,

But a” and b* are both products of integers and thus are
integers, and b* is nonzero by the zero product property.

2
Thus i—; is rational. It follows that x is both irrational
and rational, which is a contradiction. [This is what was to
be shown. |
Proof: Suppose not. That is, suppose 3 a nonzero rational
number x and an irrational number y such that xy is ratio-
nal. [We must derive a contradiction.] By definition of ratio-
nal, x = a/b and xy = ¢/d for some integers a, b, ¢, and
d with b # 0 and d # 0. Also a # 0 because x is nonzero.
By substitution, xy = (a/b)y = c¢/d. Solving for y gives
vy = bc/ad. Now bc and ad are integers (being products of
integers) and ad # 0 (by the zero product property). Thus,



13.

14
15

16

18.

19

21

o

.

23.

by definition of rational, y is rational, which contradicts
the supposition that y is irrational. [Hence the supposition
is false and the statement is true. ]

Hint: Suppose n? — 2 is divisible by 4, and consider the two
cases where n is even and » is odd. (An alternative solution
uses Proposition 4.6.4.)

Hint: a®> = 2 — b*> = (c — b)(c + b)

Hint: (1) For any integer c, if 2 divides c, then 4 divides c.
(2) The result of exercise 13 may be helpful.

Hint: Suppose a, b, and ¢ are odd integers, z is a solution
to ax? + bx + ¢ = 0, and z is rational. Then z = p/q for
some integers p and g with g # 0. We may assume p and
g have no common factor. (Why? If p and g do have a com-
mon factor, we can divide out their greatest common factor
to obtain two integers p’ and ¢’ that (1) have no common
factor and (2) satisfy the equation z = p’/q’. Then we can
redefine ¢ = ¢’ and p = p’.) Note that because p and g
have no common factor, they are not both even. Substi-
tute p/q into ax? + bx + ¢ = 0, and multiply through by
g%. Show that (1) the assumption that p is even leads to
a contradiction, (2) the assumption that ¢ is even leads to
a contradiction, and (3) the assumption that both p and
g are odd leads to a contradiction. The only remaining
possibility is that both p and g are even, which has been
ruled out.

a.5|n b.5|n* .5k d. (5k)? e.5|n?

Proof (by contraposition): [To go by contraposition, we nust
prove that ¥ positive real numbers, r and s, if r < 10 and
s <10, then rs <100.] Suppose r and s are positive
real numbers and r < 10 and s < 10. By the algebra of
inequalities, rs < 100. [To derive this fact, multiply both
sides of r < 10 by s to obtatin rs < 10s. And multiply both
sides of s < 10 by 10 to obtain 10s < 10-10 = 100. By tran-
sitivity of <, then, rs < 100.] But this is what was to be
shown.

a. Proof by contradiction: Suppose not. That is, suppose
there is an integer n such that n? is odd and # is even.
Show that this supposition leads logically to a contra-
diction.

b. Proof by contraposition: Suppose n is any integer such
that # is not odd. Show that n? is not odd.

a. The contrapositive is the statement “V real numbers x,
if —x is not irrational, then x is not irrational.” Equiva-
lently (because —(—x) = x), “V real numbers x, if x is
rational then —x is rational.”

Proof by contraposition: Suppose x is any rational num-
ber. [We must show that —x is also rational.] By defini-
tion of rational, x = a/b for some integers a and b with
b # 0. Then x = —(a/b) = (—a)/b. Since both —a and
b are integers and b # 0, —x is rational [as was to be
shown].

Proof by contradiction: Suppose not. [We take the nega-
tion and suppose it to be true.] That is, suppose 3 an irra-
tional number x such that —x is rational. [We must derive
a contradiction. ] By definition of rational, —x = a/b for

&

25.

26.

27.

30.

31.

32.

4.6 Solutions and Hints to Selected Exercises A-27

some integers a and b with b # 0. Multiplying both
sides by —1 gives x = —(a/b) = —a/b. But —a and b
are integers (since a and b are) and b # 0. Thus x is a
ratio of the two integers —a and b with b # 0. Hence x
is rational (by definition of rational), which is a contra-
diction. [This contradiction shows that the supposition is
false, and so the given statement is true.]

Hints: See the answer to exercise 21 and look carefully at

the two proofs for Proposition 4.6.4.

a. Proof by contraposition: Suppose a, b, and ¢ are any
[particular but arbitrarily chosen] integers such that a | b.
[We must show that a | bc.] By definition of divides, b =
ak for some integer k. Then bc = (ak)c = a(kc). But
kc is an integer (because it is a product of the integers &
and c). Hence a | be by definition of divisibility [as was
to be shown].

b. Proof by contradiction: Suppose not. [We take the nega-
tion and suppose it to be true.] Suppose 3 integers a, b,
and ¢ such that a | bc and a | b. Since a | b, there exists
an integer k such that b = ak by definition of divides.
Then bc = (ak)c = a(kc) [by the associative law of alge-
bra]. But kc is an integer (being a product of integers),
and so a | be by definition of divides. Thus a J bc and
a | be, which is a contradiction. [This contradiction shows
that the supposition is false, and hence the given statement
is true.]

a. Hint: The contrapositive is “For all integers m and n, if
m and n are not both even and m and n are not both odd,
then m + n is not even.” Equivalently: “For all integers
m and n, if one of m and n is even and the other is odd,
then m + n is odd.”

b. Hint: The negation of the given statement is the follow-
ing: 3 integers m and n such that m + n is even, and
either m is even and #n is odd, or m is odd and n is
even.

The negation of “Every integer is rational” is “There is
at least one integer that is irrational” not “Every integer
is irrational.” Deriving a contradiction from an incorrect
negation of a statement does not prove the statement is
true.

a. Proof: Suppose r, s, and n are integers and r > /n and
s > 4/n. Note that r and s are both positive because /7
cannot be negative. By multiplying both sides of the first
inequality by s and both sides of the second inequal-
ity by +/n (Appendix A, T20), we have that rs > /ns
and /ns > /n/n = n. Thus, by the transitive law for
inequality (Appendix A, T18), rs > n.

a. +/667 = 25.8, and so the possible prime factors to be
checked are 2, 3, 5, 7, 11, 13, 17, 19, and 23. Test-
ing each in turn shows that 667 is not prime because
667 = 23-29.

b. /557 = 23.6, and so the possible prime factors to be
checked are 2, 3, 5, 7, 11, 13, 17, 19, and 23. Testing
each in turn shows that none divides 557. Therefore, 557
is prime.
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34.

35;

a. /9269 = 96.3, and so the possible prime factors to be
checked are all among those you found for exercise
33. Testing each in turn shows that 9,269 is not prime
because 9,269 = 13-713.

b. /9103 = 95.4, and so the possible prime factors to be
checked are all among those you found for exercise 33.
Testing each in turn shows that none divides 9,103.
Therefore, 9,103 is prime.

Hint: 1s it possible for all three of n —4,n — 6, and n — 8
to be prime?

Section 4.7

1.

The value of +/2 given by a calculator is an approximation.
Calculators can give exact values only for numbers that can
be represented using at most the number of decimal digits
in the calculator display. In particular, every number in a
calculator display is rational, but even many rational num-
bers cannot be represented exactly. For instance, consider
the number formed by writing a decimal point and follow-
ing it with the first 1 million digits of /2. By the discussion
in Section 4.2, this number is rational, but you could not
infer this from the calculator display.

Proof by contradiction: Suppose not. That is, suppose 6 —

7+/2 is rational. [We must prove a contradiction.] By defini-
tion of rational, there exist integers @ and b % 0 with

a
6—7v2=-.
b

by subtracting 6 from both

1 sa
Then v2=— (~ = 6) sides and dividing both sides
=7 \b b
y =7
a —6b
and so V2 = =B by the rules of algebra.

But @ — 6b and —7b are both integers (since a and b are
integers and products and difference of integers are inte-
gers), and —7b # 0 by the zero product property. Hence V2
is aratio of the two integers @ — 6b and —7b with =75 # 0,
S0 +/2 is a rational number (by definition of rational). This
contradicts the fact that +/2 is irrational, and so the suppo-
sition is false and 6 — 7+/2 is irrational.

. This is false. /4 = 2 = 2/1, which is rational.
. Counterexample: Let x = V2 and let y = —/2. Then x

and y are irrational, but x + y = 0 = 0/1, which is ratio-
nal.

. True.

Formal version of the statement: ¥ positive real numbers r,
if r is irrational, then /7 is irrational.
Proof by contraposition: Suppose r is any positive real

number such that /r is rational. [We must show that r is
rational.] By definition of rational, /1 = ;—; for some inte-
5 2
gers a and b with b # 0. Then r = (/) = (%)2 = Z—z
But both a? and b? are integers because they are products
of integers, and b* # 0 by the zero product property. Thus
ris rational [as was to be shown].
(The statement may also be proved by contradiction.)

13. Hint: Can you think of any “nice” integers x and y that are

greater than 1 and have the property that x> = y3?

16. a. Proof by contradiction: Suppose not. That is, suppose

there is an integer n such that n = 3q, +r; = 3q2 + 2,
where ¢y, ¢2, 1y, and r, are integers, 0 <r; <3, 0 <
ry < 3, and r; # r,. By interchanging the labels for r,
and r, if necessary, we may assume that r, > r;. Then
3(q1 — q2) = r, —r; > 0, and because both r; and r;
are less than 3, either r, —ry =1 or r, —r; = 2. So
either 3(q; — q2) = 1 or 3(q; — g2) = 2. The first case
implies that 3|1, and hence, by Theorem 4.3.1, that
3 < 1, and the second case implies that 3 | 2, and hence,
by Theorem 4.3.1, that 3 < 2. These results contradict
the fact that 3 is greater than both 1 and 2. Thus in either
case we have reached a contradiction, which shows that
the supposition is false and the given statement is true.
b. Proof by contradiction: Suppose not. That is, suppose

there is an integer n such that n?* is divisible by 3 and
n is not divisible by 3. [We must deduce a contradic-
tion.] By definition of divisible, n> = 3¢ for some inte-
ger ¢, and by the quotient-remainder theorem and part
(a),n = 3k + 1 or n = 3k + 2 some integer k.

Case I (n = 3k + 1 for some integer k): In this case

n? = Bk + 1)> = 9k*> + 6k + 1 = 3(3k> + 2k) + 1.

Let s = 3k® + 2k. Then n®> = 35 + 1, and s is an inte-
ger because it is a sum of products of integers. It follows
that n*> = 3g = 3s + | for some integers ¢ and s, which
contradicts the result of part (a).

Case 2 (n = 3k + 2 for some integer k): In this case

n? = Gk +2?=9k>+ 12k +4 = 33k> + 6k + 1) + 1.

Let t =3k + 6k + 1. Then n> =3¢+ 1, and ¢ is an
integer because it is a sum of products of integers. It
follows that n?> = 3g = 3¢ + 1 for some integers ¢ and
t, which contradicts the result of part (a).
Thus in either case, a contradiction is reached, which
shows that the supposition is false and the given state-
ment is true.

¢. Proof by contradiction: Suppose not. That is, suppose
J/3 is rational. By definition of rational, v/3 :% for
some integers a and b with b # 0. Without loss of gen-
erality, assume that ¢ and b have no common factor. (If
not, divide both a and b by their greatest common fac-
tor to obtain integers a’ and b’ with the property that a’

/

and b’ have no common factor and +/3 = Z—, Then rede-
fine « = @’ and b = b’.) Squaring both sides of V3= %

2
gives 3 = Z—z and multiplying both sides by b” gives

3b% = a*(%).

Thus @ is divisible by 3, and so, by part(b), a is also
divisible by 3. By definition of divisibility, then, @ = 3k
for some integer k, and so

a’ = 93 ().



Substituting equation (**) into equation (*) gives 3b% =
9%2, and dividing both sides by 3 yields

b* = 3k%.

Hence b? is divisible by 3, and so, by part (b), b is also
divisible by 3. Consequently, both a and b are divisible
by 3, which contradicts the assumption that @ and b have
no common factor. Thus the supposition is false, and so
/3 is irrational.

18. Hint: The proof is a generalization of the one given in the

solution for exercise 16(a).

Hint: (1) The parts of the proof are similar to those in exer-
cise 16(b) and 16(c). (2) Use the result of exercise 18.

Hint: This statement is true. If a> — 3 = 9b, then a? =
96+ 3 =3(3b+ 1), and so a? is divisible by 3. Hence,
by exercise 16(b), a is divisible by 3. Thus a? = (3¢)? for
some integer c.

Proof by contradiction: Suppose not. That is, suppose +/2 is
rational. [We will show that this supposition leads to a contra-
diction.] By definition of rational, we may write ~/2 = a/b
for some integers a and b with b # 0. Then 2 = a?/b?, and
s0 a = 2b%. Consider the prime factorizations for a? and
for 2b%. By the unique factorization of integers theorem,
these factorizations are unique except for the order in which
the factors are written. Now because every prime factor of
a occurs twice in the prime factorization of a2, the prime
factorization of a? contains an even number of 2’s. (If 2
is a factor of a, then this even number is positive, and if
2 is not a factor of a, then this even number is 0.) On the
other hand, because every prime factor of b occurs twice
in the prime factorization of b2, the prime factorization of
2b? contains an odd number of 2’s. Therefore, the equation
a? = 2b? cannot be true. So the supposition is false, and
hence +/2 is irrational.

Hint: By the result of exercise 22, +/6 is irrational.

i 2225594 Lang
2 2
2:3:5-7+1 1
=257+
3 3

Hint: You can deduce that p = 3.

a. Hint: For example, Ny =2-3-5-7+4 1 =211.

Hint: By Theorem 4.3.4 (divisibility by a prime) there is a
prime number p such that p | (n! — 1). Show that the suppo-
sition that p < n leads to a contradiction. It will then follow
thatn < p < nl.

30. Hint: Every odd integer can be written as 4k + 1 or as

4k + 3 for some integer k. (Why?) If pyp,...p,+ 1=
4k + 1,then 4| p; p> ... p,. Is this possible?

31. a. Hint: Prove the contrapositive: If for some integer

n > 2 that is not a power of 2, x" + y" =z" has a
positive integer solution, then for some prime number
p > 2,xP +y?P =zP has a positive integer solution.
Note that if n = kp, then x" = x** = (x*)”.

4.7 Solutions and Hints to Selected Exercises A-29

32. Existence proof: When n = 2, then n? — 1 = 3, which is

prime. Hence there exists a prime number of the form
n% — 1, where n is an integer and n > 2.

Uniqueness proof (by contradiction): Suppose to the con-
trary that m is another integer satisfying the given con-
ditions. That is, m > 2 and m? — 1 is prime. [We must
derive a contradiction.] Factor m? — 1 to obtain m? — 1 =
m—1)(m+1)).Butm>2,andsom—1>1and m +
1 > 1. Hence m? — 1 is not prime, which is a contradic-
tion. [This contradiction shows that the supposition is false,
and so there is no other integer m > 2 such that n® — 1 is
prime.]

Uniqueness proof (direct): Suppose m is any integer such
that m > 2 and m? —1 is prime. (We must show that
m =2.] By factoring, m?> — 1 = (m — 1)(m + 1). Since
m? — 1 is prime, either m —1=1 or m+1=1. But
m+1>241=3. Hence, by elimination, m —1 =1,
andsom = 2.

. Proof (by contradiction): Suppose not. That is, suppose

there are two distinct real numbers a; and a, such that for
all real numbers r,

May+r=r and QR)ay+r=r

Then

ay+a,=a, by (1) with r=a,
and

a,+a; =a; by (2) with r=a.
It follows that

m=a t+a=a+a =aq

which implies that a, = a;. But this contradicts the suppo-
sition that a; and a, are distinct. [Thus the supposition is false
and there is at most one real number a such that a + r = r for
all real numbers r.]

Proof (direct): Suppose a; and a, are real numbers such that
for all real numbers r,

Ma+r=r and Q)ay+r=r

Then

ay+a;=a,; by (1) with r=a,
and

a;+a; =a, by (2) with r=a.
It follows that

a=a +a =a,+a =a.

Hence a, = a,. [Thus there is at most one real number a such
that a + r = r for all real numbers r.]
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Section 4.8

1.
6.

14.

17.

19.

. gcd(27,72) =9
13.

:=0 3az=18 da=1;
Iteration Number
0 1 2 3
a 26
d
q 0 1 2 3
r 26 19 12 b
a.
A 69 19 9
q 2
d 1
n 1
P 4

10. ged(5,9) =1

Divide the larger number, 1,188, by the smaller, 385,
to obtain a quotient of 3 and a remainder of 33. Next
divide 385 by 33 to obtain a quotient of 11 and a
remainder of 22. Then divide 33 by 22 to obtain a quo-
tient of 1 and a remainder of 11. Finally, divide 22
by 11 to obtain a quotient of 2 and a remainder of 0.
Thus, by Lemma 4.8.2, gcd(1188, 385) = ged(385, 33) =
ged(33,22) = ged(22, 11) = ged(11, 0), and by Lemma
4.8.1, ged(11,0) = 11. So ged (1188, 385) = 11.

Divide the larger number, 1,177, by the smaller, 509, to
obtain a quotient of 2 and a remainder of 159. Next divide
509 by 159 to obtain a quotient of 3 and a remainder
of 32. Next divide 159 by 32 to obtain a quotient of 4
and a remainder of 31. Then divide 32 by 31 to obtain
a quotient of 1 and a remainder of 1. Finally, divide 31
by 1 to obtain a quotient of 31 and a remainder of 0.
Thus, by Lemma 4.8.2, gcd (1177, 509) = ged (509, 159) =
gcd(159, 32) = ged(32, 31) = ged(31, 1) = ged(1, 0), and
by Lemma 4.8.1, ged(1, 0) = 1. So ged(1177, 509) = 1.

A 1,001
B 871
T 130 91 39 13 0
b 871 130 91 39 13 0
a 1,001 871 130 91 39 13
ged 13

Hint: Divide the proof into two parts. In part 1 suppose a
and b are any positive integers such that a | b, and derive the
conclusion that ged(a, b) = a. To do this, note that because
it is also the case that a | a, a is a common divisor of a and
b. Thus, by definition of greatest common divisor, a is less
than or equal to the greatest common divisor of ¢ and b.
In symbols, a < ged(a, b). Then show that a > ged(a, b)

22.

23.

by using Theorem 4.3.1. In part 2 of the proof, suppose a
and b are any positive integers such that ged(a, b) = a, and
deduce that a | b.
a. Hint I1: If a=dg —r, then —a = —dq +r = —dq —
d+d—r=d(—qg—1)+(d —r).
Hint 2: If 0 < r < d, then 0 > —r > —d. Add d to all
parts of this inequality and see what results.

a. Proof: Suppose @, d, g, and r are integers such that a =
dg+rand0 <r <d. [We must show that q = L%J

and r =a—d \.%J] Solving a = dg + r for r gives

r = a — dg, and substituting into 0 < r < d gives 0 <

a—dq <d. Add dg to both sides to obtain dg <

a<d+dqg = d(q + 1). Then divide through by d to
[4

obtain g < J<aq+ 1. Therefore, by definition of floor,

L%J = ¢. Finally, substitution into a = dg + r gives
a=d \_‘a—/J + r, and subtracting d I_%_I from both sides

jeldsr =a—d|% [as was to be shown].
y d

24. b. Iteration Number
0 1 2 3 -
a 630 294 294 252 210
b 336 336 42 42 42
ged
Iteration Number
5 6 7 8
a 168 126 84 42
b 42 42 42 42 42
ged 42
25. a. lem(12, 18) =36

26.

29.

Proof: Part 1: Let a and b be positive integers, and sup-
pose d = ged(a, b) = lem(a, b). By definition of great-
est common divisor and least common multiple, d >
0,d|a,d|b,a|d, and b|d. Thus, in particular, a = dm
and d = an for some integers m and n. By substitution,
a =dm = (an)m = anm. Dividing both sides by a gives
1 = nm. But the only divisors of 1 are 1 and —1 (Theorem
4.3.2), and som = n = =£1. Since both a and d are positive,
m =n = 1, and hence a = d. Similar reasoning shows that
b =d also, and soa = b.

Part 2: Given any positive integers @ and b such that
a = b, we have gcd(a, b) = ged(a,a) = a and lem(a, b)
= lcm(a, a) = a, and hence ged(a, b) = lem(a, b).

Hint: Divide the proof into two parts. In part 1, suppose a
and b are any positive integers, and deduce that
ged(a, b)- lem(a, b) < ab.

ab
ged(a,b)”

is a multiple of both

Derive this result by showing that lcm (a, b) <

ab
ged(a,b)

To do this, show that



a and b. For instance, to see that is a multiple of

_ab .
gcd(a,b)
b, note that because ged (a, b) divides a, a = ged (a, b) -k
for some integer k, and thus ab = ged(a, b)-kb. Divide

both sides by ged(a, b) to obtain = kb. But since
ab
gcd(a,b)

is a mul-

ab
gcd(a,b)
k is an integer, this equation implies that

is
; . a

a multiple of /. The argument that ilat)
tiple of @ is almost identical. In part 2 of the proof,

use the definition of least common multiple to show that

ab ab
1cm(a b) la and lecm(a,b) |b. Conclude that lem(a,b) =

ged(a, b) and hence that ab < ged(a, b)- lem(a, b).

Section 5.1
4

)
iy E)

i e L~

8. g =llog,1]=0
8 = llog, 2] =1,
84 = |log, 4] =2,
86 = log, 6] =2,
gs = [log, 8] =3,
g0 = |_10g3 ]()J = 3.
g = llog, 12] =3, g3 =[log,13] =3
g1a = llog, 14] =3, g5 = log,15] =3

When 7 is an integral power of 2, g, is the exponent of that
power. For instance, 8 = 2% and gg = 3. More generally, if
n = 2%, where k is an integer, then g, = k. All terms of
the sequence from g, up to g, where m = 2K is the next
integral power of 2, have the same value as g,, namely k.
For instance, all terms of the sequence from gg through g5
have the value 3.

g = llog,3] =1

gs = |log, 5] =2

g7 = llog, 7] =2

g9 = [log, 9] =3
811 = |_10g2 llJ =3

Exercises 10-16 have more than one correct answer.

10. a, = (—1)", where n is an integer and n > 1.
11. a, =
12.. d, =

(n — 1)(=1)", where n is an integer and n > 1.

n . .
————, where n is an integer and n > |
(n+1)2

2

14. a, =
18.

3 , where n is an integer and n > 1

Aa24+34+(-2)+14+0+(=1)+(=2)=1

b. (I0=2
c.aytas+as=-2+04+(-2)=—

d. 2:3-(=2)-1-0-(=1)-(=2) =0

19. 24+34+4+54+6=20 20. 2%.3%2.4%> =576

23. 11+ 1) =2 £_£>
é

2

=

(G-D+G-5+ -4+ (

5.1 Solutions and Hints to Selected Exercises A-31
29. (-2)' + (=2 + (=2 +--- + (-2
= _2+22 _23_’_‘”_*_(_1)11211
| 1 1
31. Zklza—*“ﬁ‘i“i‘i‘"“*‘
33.

3s. (lﬁ) (2J2r1) (3+1)

37.

1
(n+1)!

=6 @ =

(l‘) = Z:(z')+(k+ Dk + D!
k=1

40. z+(k+1)‘ Zt

FM» i M+

Exercises 43-52 have more than one correct answer.

7

43. 3 (=DM or
k=1
6

(=1)/j
46. 5 —— 1
; G+DG+2)

5
47. 3 (=)
i=0

n—1

51. Z(n —i)

i=0
53. When k =0, then i = 1. When k =5, then i = 6. Since
i =k+41,thenk =i — 1. Thus,

kk—D=0—-1(E—-D=D=0G-10{~-2),

and so

6
D (=D + 1)

k=0

T 3
=DMk —1)
o ; Kk + 1)

49, Z K’
k=1

Zk(k—l)—Z(z — 1@ —2)

k=0

55. When i =1, then j =0. When i =n + I, then j = n.
Since j =i — I, theni = j + 1. Thus,
(-1 ((G+D=-12% |/
in (J+1D-n —jn—l—/f

(Note that n is constant as far as the sum is concerned.)
n+1 (I = 1)2 n j2
So = : .
Zi=l i-n Zj=0 jn+n
56. When i =3, then j =2. When i =n then j=n—1.
Since j =i — 1, theni = j + 1. Thus,

n n—1

_ J+1
Zl-l—ll—l Z(]-lrl)—i-n—

59. Z[B(Zk —3)+ (4 —5k)]
k=1

=D k=9 +@=50]1=) (k-5

k=1 k=1
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& 4-3:2+_,
T332+

66. = :
n + Hhnh=bmr—2——32=t nn+1)

g, L D= D =2) 321

[n(n—D(n—-2)---3-2-117
69.
nn—100—-2)--(n—k+ Nu—="top—k—bH—2-1
=nn—1)n-2)---(n—k+1)
5 5-4:3.2
L. ( ) (3')(5 3y (3-/2—*t)(2' 1)~ 10
3\ __3 _ 3+ _
73 (o) 0071 = 165 =
s, n! n(n=hHt n _
n—1)T —Dl—(—D) — —BHn—nt) — 1"
77. a. Proof: Let n be an integer such that n > 2. By definition
of factorial,
2-1 ifn=2
n'=43-2-1 ifn=3
n-(n—1)---2-1 ifn>3.

In each case, n! has a factor of 2, and so n! = 2k for
some integer k. Then

n'+2=2k+2
=2(k+1)

by substitution
by factoring out the 2.
Since k + 1 is an integer, n! + 2 is divisible by 2 [as was
to be shown].
¢. Hint: Consider the sequence m!+ 2, m!+ 3, m! 44,
L,ml 4 m.

78. Proof: Suppose n and r are nonnegative integers with
r+1 <n. The right-hand side of the equation to be
shown is

n—r (n n—r n!
r+1 (1> - il ri(n —r)!
n—r n!
r—+1 ' rln—r)-(n—r —1)!
n!
T+ D m—r—1)
n!

T r+Di—(+ 1)

(3

which is the left-hand side of the equation to be shown.
80. a. m — 1, sum +ali + 1]

81. 0 remainder = r[6] = 1
2 (1 remainder = r[5] =

212 remainder = r[4] = 1

2. 1.5 remainder = r[3] = |

2 11 remainder = r[2] =0

2 ] 22 remainder = r[1] =1
2 | 45 remainder = r[0] =

90
Hence 90|() = 101 10102

84.

a 23
i 0 1 2 3 4 5
q 23 11 5 2 1
r[0] 1
r(1] 1
r[2] |
r[3] 0
r[4] 1
88. 0 remainder | =r[2] =l
16 |1 remainder 1 =r[1]= 16
16 | 17 remainder 15 = r[0] = Fy¢
16 | 287

Hence 28710 =1 lFl(,.

Section 5.2

1. Proof: Let P(n) be the property “n cents can be obtained
by using 3-cent and 8-cent coins.”

Show that P(14) is true:

Fourteen cents can be obtained by using two 3-cent coins
and one 8-cent coin.

Show that for all integers k > 14, if P(k) is true, then
P(k + 1) is true:

Suppose k cents (where k& > 14) can be obtained using 3-
cent and 8-cent coins. [Inductive hypothesis] We must show
that k + 1 cents can be obtained using 3-cent and 8-cent
coins. If the k cents includes an 8-cent coin, replace it by
three 3-cent coins to obtain a total of k + 1 cents. Other-
wise the k cents consists of 3-cent coins exclusively, and so
there must be least five 3-cent coins (since the total amount
is at least 14 cents). In this case, replace five of the 3-
cent coins by two 8-cent coins to obtain a total of k + 1
cents. Thus, in either case, k + 1 cents can be obtained
using 3-cent and 8-cent coins. [This is what we needed to
show. |

[Since we have proved the basis step and the inductive step,
we conclude that the given statement is true for all integers
n>14.]



3.

a. P(1)is“1* = W#ﬂ.” P(1) is true because

1-(d+D-@2+1)
6

12=1and =2é—3=lalso.

b PO is“12 422 - + &2 = M@

C Plk+1)is“1*+22 4+ + (k + 1)?
_ G D(R+D+D Q2 k+D+1) »
= = .

d. Must show: If for some integer k > 1,

kk+1)(2k+1)
6 ’

124224+ 4+ k2= then

124224 4 (k+ 1)

_ G DIG+D+IRE+D+D)]
= 3 .

a. 12 b.k?

¢ 1+345+---+2(k+1)-1]

d. (k+1)?

e. the odd integer just before 2k + 1 is 2k — 1
f. inductive hypothesis

Proof: For the given statement, the property P(n) is the
equation

24446+ +2n=n>+n. <« Pn)

Show that P(1) is true:

To prove P(1), we must show that when 1 is substituted
into the equation in place of n, the left-hand side equals
the right-hand side. But when 1 is substituted for n, the
left-hand side is the sum of all the even integers from 2
to 21, which is just 2, and the right-hand side is 12 + 1,
which also equals 2. Thus P(1) is true.

Show that for all integers k > 1,if P(k) is true then P(k+1)
is true:

Let k be any integer with k > 1, and suppose P (k) is true.
That is, suppose

<« P(k)

inductive hypothesis

24446+ +2k =k +k.

We must show that P (k + 1) is true. That is, we must show
that

244464 +2(k+ 1) =G+ 1)+ K+ 1).
Because (k+ 1>+ (k+ 1) = k2 + 2k + 1 +k+ 1=
k? + 3k + 2, this is equivalent to showing that
24446442+ 1) =k>+3k+2. « Pk+1)
But the left-hand side of P(k + 1) is
244464+---+2(k+1)

=2+4+44+6+---+2k+2(k+1)
by making the next-to-last
term explicit

(k* +k)+2(k+1) by substitution from the

inductive hypothesis

k2 43k +2, by algebra,

10.
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and this is the right-hand side of P(k + 1). Hence P(k + 1)
is true.

[Since both the basis step and the inductive step have been
proved, P(n) is true for all integersn > 1.]

. Proof: For the given statement, the property P(n) is the

equation
142427+ 2 ="

Show that P(0) is true:

The left-hand side of P(0) is I, and the right-hand side is
2% — 1 =2 — 1 = 1 also. Thus P(0) is true.

Show that for all integers k > 0, if P(k) is true then P(k+1)
is true:

<« P(n)

Let k be any integer with k > 0, and suppose P (k) is true.
That is, suppose

1424224428 =21 _ 1 < P(k) inductive

hypothesis

We must show that P (k + 1) is true. That is, we must show
that

142422 4.0 2k = oD+l _
or, equivalently,

1424224 4 2M =262 | P+ 1)
But the left-hand side of P(k + 1) is

1+2+22+.“+2k+l

— |+2+22+~'+2k +2k+l
by making the next-to-last
term explicit

(28! — 1) + 2% by substitution from the

inductive hypothesis
= 2. 2k+l —1
— 2k+2 _ 1,

by combining like terms

by the laws of exponents,

and this is the right-hand side of P (k + 1). Hence the prop-
erty is true forn = k + 1.

[Since both the basis step and the inductive step have been
proved, P(n) is true for all integersn > 0.]

Proof: For the given statement, the property is the equation
2422432 4. 402

_nakbentd
Show that P(1) is true:

The left-hand side of P(1) is 1> = 1, and the right-hand
side is W = -26—3 = 1 also. Thus P(1)

is true.
Show that for all integers k > 1,if P(k)is true then P(k+1)
is true:

Let k be any integer with k > 1, and suppose P (k) is true.
That is, suppose
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13.

12+22+32+"'+k2
_ kk+ )2k +1)

6 <« P(k)

inductive hypothesis

We must show that P(k + 1) is true. That is, we must show
that
12422 +37 4+ (k+ 1)
_k+ DR+ D+ DRE+1+1)
= 5 ,

or, equivalently,
P2+22+3 4+ (k+ 1)
_k+ DKk +2)(2k+3)
= G .
But the left-hand side of P(k + 1) is

422432+ 4 (k+ 1)

=12422 432 4... 4 k2 + (k+ 1) by making the next-
to-last term explicit

by substitution from the
inductive hypothesis

«~ Pk+1)

k(k+ D2k +1

=——(+)6( D w1y
6

Ck(k+D@k+1) 6+ 12 becavse g =1
- 6 6

ktk+ 12k +1 6(k + 1)°
= G+ DK+ 3 )6k + D) by adding fractions
_ (k+ D@+ 1D + 6k +1)] by factoring out
- 6 k+1)

_ ke~ 1)(2k? + Tk + 6) by multiplying out and
- 6 combining like terms

kDK +2)2k +3)

because (k + 2)

6 (2k +3) =2k + Tk +6,

and this is the right-hand side of P (k + 1). Hence the prop-
erty is true forn =k + 1.

[Since both the basis step and the inductive step have been
proved, P(n) is true for all integersn > 1.]

Proof: For the given statement, the property P(n) is the
equation

n—\

Yli+1) = nn— D+ 1)

3 <« P(n)

i=l1
Show that P(2) is true:
The left-hand side of P(2) is ELI ii+1)=1-(1+1)=2,

2@-DC+) _ 6

and the right-hand side is 3 =3 = 2 also.

Thus P(2) is true.
Show that for all integers k > 2, if P(k) is true then
P(k+1)is true:

Let k be any integer with k > 2, and suppose P (k) is true.
That is, suppose

15

18.

20.

22.

24.

k-1 ~ Dk
Zi(i )= k(k l;( +1)

i=1

« P(k)
inductive hypothesis

We must show that P(k + 1) is true. That is, we must show
that

k+D)—1

1) — 1 1
Z i(i+l)=(k+l)((k+ )31)((k+ )+ )’

i=l
or, equivalently,

d Dk(k
Zi(i+1)=w.

3 «~ Pk+1)

i=1
But the left-hand side of P(k + 1) is
k

Y iG+1D

i=1

x~

-1
= i+ D +kk+1)
i=1

by writing the last

term separately
1

_ k= D(k+1)

Il

by substitution from the

3 +k(k+1) inductive hypothesis
_ K= DD | 3kkED 3

3 3 3
= k(k — 1)tk + ;) +3kk+1) by adding the fractions
_ ke + 1)[(’; —D+3] by factoring out k(k + 1)
_ K+ Dk +2)

, by algebra,
3 y alg

and this is the right-hand side of P(k 4+ 1). Hence P(k + 1)
is true.

[Since both the basis step and the inductive step have been
proved, P(n) is true for all integersn > 0.]

Hint: To prove the basis step, show that Zil:, i@y =
(1+1)!—1. To prove the inductive step, suppose that
Zf;, i(i") = (k + 1)! — 1 for some integer k > 1 and show
that Y%+ i(i!) = (k +2)! — 1. Note that [(k + 1)! — 1] +
Gk+DKk+DN=C+DIT+*k+D]-1.

Hints: sin®x + cos?x = 1, cos(2x) = cos®x —sin*x =
1 — 2sin® x, sin(a + b) = sina cos b + cosasinb,
sin(2x) =2 sinx cos x, cos(a + b) = cosacosb —

sina sinb.
44+84+12+16+---4200=4(14+24+34+---+50)
=4(352) =s100

3444+5464---+1000=(14+2+3+4+--+
1000) — (1 +2) = (M) —3 = 500,497
kik—1)

k—D(*k=D+1) _
2 - 2



2% _ |
25. a. - =2%_1=67,108,863

b. 2422423 +... 42%
=2(1+24+22+...4+2%)
=2-(67,108,863) by part (a)

= 134,217,726
n+l
<5> 2n+1 —1 1
8. -~ 1 :<W_I>(_2)
2 2
e S B
2I1+1 2!1
30. Hint: c+ (c+d)+ (¢ +2d) + -+ (c +nd)
=m+1)c+d- @

33. In the inductive step, both the inductive hypothesis and
what is to be shown are wrong. The inductive hypothesis
should be
Suppose that for some integer k > 1,

k(k+ 12k +1
12 0% i s s 2 e %
And what is to be shown should be
P+22 44 (k4 1)
_k+ DGk + D+ DRE+ 1)+ 1)
= 5 .
34. Hint: See the Caution note for Example 5.1.8.

35. Hint: See the subsection Proving an Equality on page 254.
37. Hint: Form the sumn®> + (n 4+ 1>+ (n +2)* + -+ - +
(n+ (p — 1))%, and show that it equals
pr2 +2n(1+2+3+ -+ (p—1)

+A+44+94+164---+(p—1?).

Section 5.3

L. General formula: T;_, (1 — +) = 1 for all integers n > 2.
Proof (by mathematical induction): Let the property P(n)
be the equation

n ( 1) I
]_[ l— =) =—-. <~ P(n)
i n

i=2

Show that P(2) is true:
The lefi-hand side of P(2)is [T}, (1 - §) = 1-

1

=
N |—

which equals the right-hand side.

Show that for all integers k > 2, if P(k) is true then
P(k + 1) is also true:

Suppose that & is any integer with & > 2 such that

k
l—[ ( _) L <« P(k)
k" Inductive hypothesis
i=2

5.3 Solutions and Hints to Selected Exercises A-35

We must show that
k+1 i ;
H(l —7) =gy < PESD
i=2

But by the laws of algebra and substitution from the induc-
tive hypothesis, the left-hand side of P(k 4 1) is

- () (-r) = () (527

1
= mwhich is the right-hand side of P (k + 1)

[as was to be shown].

1

. . L L e — —
3. General formula: 3ty T+ Cn—DCn+l) —

n +1 for all mtegers n=>1.

Proof (by mathematical induction): Let the property P (n)
be the equation

1 n
2n—1)2n+1) = 2n+1"

1 1
T3TIs o

Show that P(1) is true:
The left-hand side of P(1) equals —=, and the right-hand

so P(1) is

13’

But both of these equal %

1
side equals T

true.

Show that for any integer k > 1, if P(k) is true then
P(k + 1) is true:

Suppose that & is any integer with k > 1, and

| I | k
T3+ﬁ+"'+(2k—1)(2k+1) T2k +1

1 P (k) inductive hypothesis

We must show that

1 1 1
3735 T T aE ek + D+
k+1
T2+ D41
or, equivalently,
-3 3.5 2k+1)2k+3) 2k+3
tPk+1)
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But the left-hand side of P(k + 1) is
1
2k + 1)(2k +3)
RN
Qk—1D@Rk+1)
1
+ —
2k + 1)(2k + 3)
Kk N 1
T2k +1 0 Qk+DQk+3)
_ k@k+3) 1
T QRk+D2k+3)  Ck+1DQ2k+3)
2P 43k+1
T (k+ 12k +3)
_ Qk+ DK+
T k+1DQ2k+3)

_k+1
T 2%k +3

by inductive
hypothesis

by algebra,

and this is the right-hand side of P(k 4 1) [as was to be
shown].

. Hint I1: The general formula is
1—449—16+---+ (=1)""'n?
=(=D)"'1+2+34+---+n)

or: ‘:(-1)"-'1'2 = (="' (Zz)
i=1

in expanded form

in summation

P notation.
Hint 2: In the proof, use the fact that
~. _n@m+1)
1+243+--- = =—.
+24+3+--4+n ;: 5

. a. P(0)is “5° — 1 is divisible by 4.” P(0) is true because
59 — 1 = 0, which is divisible by 4.

b. P(k) is “5% — 1 s divisible by 4.”

c. P(k+ 1)is“5**! — 1 is divisible by 4.”

d. Must show: If for some integer k > 0, 5¥ — 1 is divisible
by 4, then 5¢*! — 1 is divisible by 4.

. Proof (by mathematical induction): For the given state-

ment, the property is the sentence “5" — 1 is divisible by 4.”

Show that P(0) is true:
P(0) is the sentence “5° —1 is divisible by 4. But
59 —1=1-1=0, and 0 is divisible by 4 because 0 =
4.0. Thus P(0) is true.

Show that for all integers k > 0, if P(k) is true then
Pk + 1) is true:

Let k be any integer with k > 0, and suppose P (k) is true.
That is, suppose 5¢ — 1 is divisible by 4. [This is the induc-
tive hypothesis.] We must show that P(k + 1) is true. That
is, we must show that 5¥*! — 1 is divisible by 4. Now

11

13.

14.

Skt 1 =5¢.5-1
=554+ -1=544+G"-1. *

By the inductive hypothesis 5¥ — 1 is divisible by 4, and so
5% — 1 = 4r for some integer r. By substitution into equa-
tion (*),

S =554 4+ 4r =45 +1).

But 5¥ + r is an integer because k and r are integers. Hence,
by definition of divisibility, 5**! — 1 is divisible by 4 [as
was to be shown].

An alternative proof of the inductive step goes as follows:
Suppose that for some integer k > 0, 5% — 1 is divisible
by 4. Then 5 — 1 = 4r for some integer r, and hence
5 =4r +1.

It follows that 5*! = 5%.5 = (4r + 1)-5 = 20r + 5. Sub-
tracting 1 from both sides gives that 5**' — 1 =20r +4 =
4(5r + 1). But 5r + 1 is an integer, and so, by definition of
divisibility, 5¥*! — 1 is divisible by 4.

Proof (by mathematical induction): For the given state-
ment, the property P (n) is the sentence “3%" — 1 is divisible
by 8.7

Show that P(0) is true:

P(0) is the sentence “32'% —1 is divisible by 8 But
320_1=1-1=0, and 0 is divisible by 8 because
0 = 8-0. Thus P(0) is true.

Show that for all integers k > 0, if P(k) is true then
Pk + 1) is true:

Let k be any integer with k > 0, and suppose P (k) is true.
That is, suppose 3% — 1 is divisible by 8. [This is the induc-
tive hypothesis.] We must show that P(k + 1) is true. That
is, we must show that 32¢+ — 1 is divisible by 8, or equiv-
alently, 3%+2 — 1 is divisible by 8. Now

32k+2_1=32k.32_1=32k.9_1
=3*%.8+1)—1=3%8+3*-1)- (%

By the inductive hypothesis 3% — 1 is divisible by 8, and
so 3% — 1 = 8r for some integer r. By substitution into
equation (*),

32— 1 =3%.8+8r =8(3% +r).

But 3% 4+ r is an integer because k and r are integers.
Hence, by definition of divisibility, 3%+2 — 1 is divisible
by 8 [as was to be shown].
Hint: Xk+l — yk+l = xk+| — x.yl‘ +x .yk — yk+1
=x- =y + Yy (x—y)
Hintl: (k+1° —(k+1) =k +3k2+3k+1—k—1
= (k> — k) + 3k% 4+ 3k
= k> —k)+3kk +1)
Hint 2: k(k + 1) is a product of two consecutive integers.
By Theorem 4.4.3, one of these must be even.



16.

19

24.

Proof (by mathematical induction): For the given state-
ment, let the property P (n) be the inequality 2" < (n + 1)!.
Show that P(2) is true:

P(2) says that 22 < (2 + 1)!. The left-hand side is 22 = 4
and the right-hand side is 3! = 6. So, because 4 < 6, P(2)
is true.

Show that for all integers k > 2, if P(k) is true then
P(k + 1) is true:

Let k be any integer with k > 2, and suppose P(k) is
true. That is, suppose 2¢ < (k 4+ 1)\. [This is the induc-
tive hypothesis.] We must show that P (k + 1) is true. That
is, we must show that 2¢*' < ((k + 1) + 1), or, equiva-
lently, 2¥+! < (k + 2)!. By the laws of exponents and the
inductive hypothesis,

26+ =228 < 2(k + D). *)

Since k > 2, then 2 < k + 2, and so
2+ < k+2)k+ D! = (k+2).
Combining inequalities (*) and (**) gives
M < (k +2)!

**)

[as was to be shown].

Proof (by mathematical induction): For the given state-
ment, let the property P(n) be the inequality n? < 2"
Show that P(5) is true:

P(5) says that 52 < 2°. But 5> =25 and 25 = 32, and
25 < 32. Hence P(5) is true.

Show that for any integer k > 5, if P(k) is true then
Pk + 1) is true:

Let k be any integer with k > 5, and suppose P (k) is true.
That is, suppose k% < 2X. [This is the inductive hypothesis.]
We must show that P(k + 1) is true. That is, we must show
that (k 4+ 1)2 < 2+, But

(k+D?=k>+2k+1<2*+2k+1

by inductive hypothesis
Also, by Proposition 5.3.2,

2% 41 <2¢ Prop. 5.3.2 applies since k > 5 > 3.

Putting these inequalities together gives

(k+1)? <25 + 2k + 1 < 2F 42k = 2k
[as was to be shown].
Proof (by mathematical induction): For the given state-
ment, let the property P(n) be the equation a, = 3-7""".
Show that P(1) is true:
The left-hand side of P (1) is a,, which equals 3 by defi-

nition of the sequence. The right-hand side is 3-7!~! =3
also. Thus P(1) is true.

Show that for all integers k > 1, if P(k) is true then
P(k + 1) is true:

Let k be any integer with k > 1, and suppose P(k) is
true. That is, suppose a; = 3-7%~'. [This is the inductive

30.

31.
32

34

b

3s.

37.
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hypothesis.] We must show that P(k + 1) is true. That
is, we must show that a;,; = 3-7%+Y-1_ or, equivalently,
ar+1 = 3- 7. But the left-hand side of P(k + 1) is

by definition of the sequence

A1 = Tag

ay,az,as, ...
= 7(3-7%"") by inductive hypothesis
= 3.7 by the laws of exponents,

and this is the right-hand side of P(k + 1) [as was to be
shown].

The inductive step fails for going from n =1 to n = 2,
because when k = 1,

A={a,a} and B ={a)},

and no set C can be defined to have the properties claimed
for the C in the proof. The reason is that C = {a;} = B,
and so an element of A, namely a,, is not in either B or C.

Since the inductive step fails for going from n =1 to
n = 2, the truth of the following statement is never proved:
“All the numbers in a set of two numbers are equal to each
other.” This breaks the sequence of inductive steps, and so
none of the statements for n > 2 is proved true either.

Here is an explanation for what happens in terms of
the domino analogy. The first domino is tipped backward
(the basis step is proved). Also, if any domino from the
second onward tips backward, then it tips the one behind
it backward (the inductive step works for n > 2). However,
when the first domino is tipped backward, it does not tip the
second one backward. So only the first domino falls down;
the rest remain standing.

Hint: Ts the basis step true?

Hint: Consider the problem of trying to cover a 3 x 3
checkerboard with trominoes. Place a checkmark in certain
squares as shown in the following figure.

v v

v v

Observe that no two squares containing checkmarks can be
covered by the same tromino. Since there are four check-
marks, four tromiones would be needed to cover these
squares. But, since each tromino covers three squares, four
trominoes would cover twelve squares, not the nine squares
in this checkerboard. It follows that such a covering is
impossible.

a. Hint: For the inductive step, note that a 3 x (2(k + 1))
checkerboard can be splitinto a 3 x 2k checkerboard and
a 3 x 2 checkerboard.

b. Hint: Consider a 3 x 5 checkerboard, and refer to the
hint for exercise 32. Figure out a way to place six
checkmarks in squares so that no two of the squares that
contain checkmarks can be covered by the same tromino.

Hint: Use proof by contradiction. If the statement is false,

then there exists some ordering of the integers from 1

to 30, say xy, xa, ..., X3, such that x; + x; + x3 < 45,
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38.

Xo+x3+x4 <45,..., and x3 + x; + x, < 45. Evalu-
ate the sum of all these inequalities using the fact that
>3 x =Y i and Theorem 4.2.2.

Hint: Given k + 1 a’s and k + 1 b’s arrayed around the out-
side of the circle, there has to be at least one location where
an a is followed by a b as one travels in the clockwise direc-
tion. In the inductive step, temporarily remove such an a
and the b that follows it, and apply the inductive hypothesis.

Section 5.4

1.

Proof (by strong mathematical induction): Let the property
P (n) be the sentence “a, is odd.”

Show that P(1) and P(2) are true:

Observe that a; = 1 and a, = 3 and both 1 and 3 are odd.
Thus P (1) and P(2) are true.

Show that for any integer k > 2,if P(i) is true for all inte-
gersiwith1 <i <k, then P(k + 1) is true:

Let k > 2 be any integer, and suppose ¢; is odd for all
integers i with 1 <i < k. [This is the inductive hypothe-
sis.] We must show that a;; is odd. We know that a;4, =
a1 + 2a; by definition of a,, as, as, . ... Moreover, k — |
is less than k + 1 and is greater than or equal to 1 (because
k > 2). Thus, by inductive hypothesis, a;_; is odd. Also,
every term of the sequence is an integer (being a sum of
products of integers), and so 2g; is even by definition of
even. Hence a; is the sum of an odd integer and an even
integer and hence is odd (by exercise 19, in Section 4.1).
[This is what was to be shown.]

. Proof (by strong mathematical induction): Let the property

P (n) be the inequality d, < 1.
Show that P(1) and P(2) are true:

Observe that d, = 19—0 and dy = % and both 19—0 <1 and
19 < 1. Thus P(1) and P(2) are true.

Show that for any integer k > 2, if P(i) is true for all inte-
gersiwith 1 <i <k, then P(k + 1) is true:

Let k> 2 be any integer, and suppose d; <1 for all
integers i with 1 <i < k. [This is the inductive hypoth-
esis.] We must show that d,; < 1. But, by defini-
tion of dy,d», ds, ..., dyyy =d-dr_y. Now dp <1 and
dr_; < 1 by inductive hypothesis [since | <k <k + 1 and
| <k—1<k+1 because k = 2.]. Consequently, dyy| =
di-dy_y < 1 because if two positive numbers are each less
than or equal to 1, then their product is less than or equal to
1. [If0 <a <1 and 0 < b < 1, then multiplying a <1 by b
gives ab < b, and since b < 1, then by transitivity of order,
ab < 1.] This is what was to be shown. [Since we have
proved both the basis step and the inductive step, we conclude

that d, < 1 for all integers n > 1.]

. Proof (by strong mathematical induction): Let the property

P(n) be the equation e, =5-3" 4 7-2".

Show that P(0) and P(1) are frue.

We must show that ¢g =35-3°+7-2° and ¢; =5-3' +
7-2'. The left-hand side of the first equation is 12 (by

10.

11.

12.

definition of ey, ey, s, ...), and its right-hand side is 5- 1 +
7-1 = 12 also. The left-hand side of the second equation is
29 (by definition of ey, e, e,, .. .), and its right-hand side is
5-3+7-2 =29 also. Thus P(0) and P (1) are true.

Show that for any integer k > 1,if P(i) is true for all inte-
gersiwith 0 <i <k, then P(k + 1) is true:

Let k > 1 be an integer, and suppose ¢; = 5-3' 4+ 7-2" for
all integers i with 0 < i < k. [Inductive hypothesis] We must
show that ej, = 5-3kF1 4 7. 2641,

But

1 = Sep — 6¢g—;

=5(5-3*+7-2) — 6(5-3 +7.2k°1)
by inductive hypothesis

=25.3F 4+ 35.2F —30.3k1 —42.2t!
=25.3% +35:2% — 10-3-3%1 — 21.2.28!
=25.3"4+35.2k —10.3* —21.2*

= (25— 10)-3" 4+ (35 — 21)-2*
=15.3k 4 14.2¢
=5.3.347.2.2
— 5.3k+l +7_2k+1

by definition of eg, ey, e, . ..

by algebra.

[This is what was to be shown.]

Hint: In the basis step, show that P(14), P(15), and P(16)
are all true. For the inductive step, note that k+1 =
[(k+1)—=3]+3,and if k > 16, then (k + 1) — 3 > 14.
Proof (by strong mathematical induction): Let the property
P (n) be the sentence

“A jigsaw puzzle consisting of n pieces
takes n — 1 steps to put together.”

Show that P(1) is true:

A jigsaw puzzle consisting of just one piece does not take
any steps to put together. Hence it is correct to say that it
takes zero steps to put together.

Show that for any integer k > 1, if P(i) is true for all inte-
gersiwith 1 <i <kthen P(k + 1) is true:

Let kK > 1 be an integer and suppose that for all integers
i with | <i <k, a jigsaw puzzle consisting of i pieces
takes i — | steps to put together. [This is the inductive
hypothesis.] We must show that a jigsaw puzzle consist-
ing of k + 1 pieces takes k steps to put together. Con-
sider assembling a jigsaw puzzle consisting of k + 1 pieces.
The last step involves fitting together two blocks. Suppose
one of the blocks consists of r pieces and the other con-
sists of s pieces. Then r +s =k +1,and 1 <r <k and
I < s < k. Thus by inductive hypothesis, the numbers of
steps required to assemble the blocks are r — 1 and s — 1,
respectively. Then the total number of steps required to
assemble the puzzle is (r — 1)+ —D+1=00+s) —
1 =(k+1)— 1=k [as was to be shown].

Hint: For any collection of cans, at least one must contain
enough gasoline to enable the car to get to the next can.
(Why?) Imagine taking all the gasoline from that can and



13

14.

16.

17.

pouring it into the can that immediately precedes it in the
direction of travel around the track.

Sketch of proof: Given any integer k > 1, either k is prime
or k is a product of two smaller positive integers, each
greater than 1. In the former case, the property is true. In
the latter case, the inductive hypothesis ensures that both
factors of k are products of primes and hence that £ is also
a product of primes.

Proof (by strong mathematical induction): Let the property
P(n) be the sentence “Any product of n odd integers is
odd.”

Show that P(2) is true:

We must show that any product of two odd integers is odd.
But this was established in Chapter 4 (exercise 43 of Sec-
tion 4.1).

Show that for any integer k > 2, if P(i) is true for all inte-
gersiwith2 <i < k then P(k + 1) is true:

Let k be any integer with k > 2, and suppose that for all
integers i with 2 <i <k, any product of i odd integers
is odd. [Inductive hypothesis] Consider any product M of
k + 1 odd integers. Some multiplication is the final one that
is used to obtain M. Thus there are integers A and B such
that M = AB, and each of A and B is a product of between
1 and k odd integers. (For instance, if M = ((a,as)as)ay,
then A = (a;a;)a; and B = a4.) By inductive hypothesis,
each of A and B is odd, and, as in the basis step, we
know that any product of two odd integers is odd. Hence
M = AB is odd.

Hint: Let the property P(n) be the sentence “If n is even,
then any sum of n odd integers is even, and if n is odd, then
any sum of n odd integers is odd.” For the inductive step,
consider any sum S of k + 1 odd integers. Some addition is
the final one that is used to obtain S. Thus there are integers
A and B such that S = A+ B, and A is a sum of r odd
integers and B is a sum of (k + 1) — r odd integers. Con-
sider the two cases where k + 1 is even and k + 1 is odd,
and for each case consider the two subcases where r is even
and where r is odd.

41 =4,4% = 16,4% = 64, 4* = 256, 4° = 1024,

4% = 4096, 47 = 16384, and 4° = 65536.

Conjecture: The units digit of 4" equals 4 if n is odd and
equals 6 if n is even.

Proof by strong mathematical induction: Let the property
P(n) be the sentence “The units digit of 4" equals 4 if n
is odd and equals 6 if n is even.”

Show that P(1) and P(2) are true:

When n = 1,4" = 4! = 4, and the units digit is 4. When
n =2, then 4" = 4% = 16, and the units digits is 6. Thus
P(1) and P(2) are true.

Show that for any integer k > 2, if the property is true for
all integers i with 1 < i < k then it is true for k+1:

Let k by any integer with k > 2, and suppose that for all
integers i with 0 < i < k, the units digit of 4’ equals 4 if i
is odd and equals 6 if i is even. [Inductive hypothesis] We

20.

22.

23.

24.

5.4 Solutions and Hints to Selected Exercises A-39

must show that the units digit of 4¢*! equals 4 if k + 1 is
odd and equals 6 if k + 1 is even.

Case 1 (k+1 is odd): In this case, k is even, and so,
by inductive hypothesis, the units digits of 4% is 6. Thus
4% = 10g + 6 for some nonnegative integer g. It follows
that 4%*! =4%.4 = (10g + 6)-4 = 40g + 24 = 10(4q +
2) + 4. Thus the units digit of 4*! is 4 [as was to be shown].
Case 2 (k+ 1 is even): In this case, k is odd, and so,
by inductive hypothesis, the units digit of 4% is 4. Thus
4% = 10g + 4 for some nonnegative integer g. It follows
that 4%+ = 4.4 = (10g +4)-4 =40g + 16 = 10(4q +
1) + 6. Thus the units digit of 4**! is 6 [as was to be
shown].

Proof: Let n be any integer greater than 1. Consider the
set S of all positive integers other than 1 that divide n.
Since n|n and n > 1, there is at least one element in S.
Hence, by the well-ordering principle for the integers, S
has a smallest element; call it p. We claim that p is prime.
For suppose p is not prime. Then there are integers a
and b with 1 <a < p,1 <b < p, and p = ab. By defi-
nition of divides, a| p. Also p|n because p is in S and
every element in S divides n. Therefore, a|p and p|n,
and so, by transitivity of divisibility, a | n. Consequently,
a € §. But this contradicts the fact that a < p, and p is
the smallest element of S. [This contradiction shows that the
supposition that p is not prime is false.] Hence p is prime,
and we have shown the existence of a prime number that
divides n.

a. Proof: Suppose r is any rational number. [We need to
show that there is an integer n such thatr < n.]
Case 1 (r < 0): In this case, take n = 1. Then r < n.
Case 2 (r > 0): In this case, r = £ for some positive
integers a and b (by definition of rational and because r
is positive). Note that r = % < nif, and only if, a < nb.
Let n = 2a. Multiply both sides of the inequality 1 < 2
by a to obtain a < 2a, and multiply both sides of the
inequality 1 < b by 2a to obtain 2a < 2ab = nb. Thus
a < 2a < nb, and so, by transitivity of order, a < nb.
Dividing both sides by b gives that % < n, or, equiva-
lently, that r < n.
Hence, in both cases, r < n [as was to be shown].

Hint: If r is any rational number, let S be the set of all inte-
gers n such that r < n. Use the results of exercises 22(a),
22(c), and the well-ordering principle for the integers to
show that S has a least element, say v, and then show that
v—1<r<u.

Proof: Let S be the set of all integers r such that n = 27 .r
for some integer i. Then n € S because n = 2°-n, and so
S # 0. Also, since n > 1, each r in S is positive, and so, by
the well-ordering principle, S has a least element m. This
means that n = 2¢.m (*) for some nonnegative integer k
and m < r for every r in S. We claim that m is odd. The
reason is that if m were even, then m = 2p for some inte-
ger p. Substituting into equation (*) gives

n=2%m=252p=2%2)p=2"p.
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It follows that p € S and p < m, which contradicts the fact
that m is the least element of S. Hence m is odd, and son =
m -2 for some odd integer m and nonnegative integer k.

29

Hint: In the inductive step, divide into cases depending
upon whether k can be written as k = 3x or k = 3x + 1 or
k = 3x + 2 for some integer x.

30. Hint: In the inductive step, let an integer kK > 0 be given
and suppose that there exist integers ¢" and " such that
k=dq +r" and 0 <’ <d. You must show that there
exist integers g and r such that

k+1=dg+r and 0<r<d.

To do this, consider the two cases ' <d — 1 and ' =
d—1.

31. Hint: Given a predicate P(n) that satisfies conditions (1)
and (2) of the principle of mathematical induction, let § be
the set of all integers greater than or equal to a for which
P (n) is false. Suppose that S has one or more elements, and
use the well-ordering principle to derive a contradiction.

32. Hint: Suppose S is a set containing one or more integers,
all of which are greater than or equal to some integer a,
and suppose that S does not have a least element. Let the
property P(n) be the sentence i ¢ S for any integer i with
a < i < n.” Use mathematical induction to prove that P (n)
is true for all integers n > a, and explain how this result
contradicts the supposition that S does not have a least
element.

Section 5.5

1. Proof: Suppose the predicate m +n = 100 is true before
entry to the loop. Then

Motd + Mg = 100.
After execution of the loop,

Mpew = Mog + 1 and  npew = nolg — 1,
SO

Mpew + Mpew = (Moig + 1) + (1gg — 1)
Mold + nod = 100.

3. Proof: Suppose the predicate m* > n? is true before entry
to the loop. Then

3 2
Moy = Nog-

ol
After execution of the loop,
Mpew = 3+Mog and  Npew = 5114,

SO
3 Bi__ 3 2
My = B-moia)” =27-my > 27 -ngy.

2 |
But since n,e = 5104, then ngg = 5 /Inew- Hence

3 ) 2 1 I 2
Moy > 27 Mo = 27- g”ncw =27 E”"cw
27

2
= E Mpew = Mhew-

6. Proof: [The wording of this proof'is almost the same as that of

Example 5.5.2.]

I. Basis Property: [1(0) is true before the first iteration of
the loop. |
1(0) is “exp = x" and i = 0. According to the pre-
condition, before the first iteration of the loop exp =1
and i = 0. Since x” = 1, 1(0) is evidently true.

II. Inductive Property: [If G A I(k) is true before a loop

iteration (where k > 0), then I(k + 1) is true after the
loop iteration. ]
Suppose k is a nonnegative integer such that G A I (k)
is true before an iteration of the loop. Then as execu-
tion reaches the top of the loop, i # m, exp = x¥, and
i = k. Since i # m, the guard is passed and statement
1 is executed. Now before execution of statement 1,

exXPold = xk,

so execution of statement 1 has the following effect:

k

€XPnew = €XPold* X =X o= -Yk+[-

Similarly, before statement 2 is executed,
fold = K,
so after execution of statement 2,

inc\\' - iold + 1= k + 1.

Hence after the loop iteration, the two statements
exp = x*and i = k + 1 are true, and so I (k + 1) is
true.

II1. Eventual Falsity of Guard: [After a finite number of
iterations of the loop, G becomes false.]

The guard G is the condition i % m, and m is a non-
negative integer. By I and II, it is known that

for all integers n > 0, if the loop is iterated n
times, then exp = x" and i = n.

So after m iterations of the loop, i =m. Thus G
becomes false after m iterations of the loop.

IV. Correctness of the Post-Condition: [If N is the least

number of iterations after which G is false and I(N) is
true, then the value of the algorithm variables will be as
specified in the post-condition of the loop.]
According to the post-condition, the value of exp after
execution of the loop should be x™. But when G is
false,i = m. And when I (N) istrue,i = N and exp =
xV. Since both conditions (G false and / (N) true) are
satisfied, m =i = N and exp = x", as required.

8. Proof:

I. Basis Property: 7/(0) is “i =1 and sum = A[l].”
According to the pre-condition, this statement is
true.

II. Inductive Property: Suppose k is a nonnegative inte-
ger such that G A I (k) is true before an iteration of the
loop. Then as execution reaches the top of the loop,



i#m,i=k+1, and sum= A[l]+ A[2]+ - -+
Alk +1]. Since i # m, the guard is passed and
statement | is executed. Now before execution of state-
ment, 1, iqq = k + 1. So after execution of statement
Ldpew =loa+1=(k+1)+1=k-+2. Also before
statement 2 is executed, sumgg = A[1]+ A[2] +
-+ + Alk + 1]. Execution of statement 2 adds A[k +
2] to this sum, and so after statement 2 is
executed, Sumyew = A[1]+ A[2] + -+ -+ Alk + 1]+
Alk + 2]. Thus after the loop iteration, I(k + 1) is
true.

III. Eventual Falsity of Guard: The guard G is the con-
dition i % m. By I and II, it is known that for all
integers n > 1, after n iterations of the loop, /(n)
is true. Hence, after m — 1 iterations of the loop,
I(m) is true, which implies that i =m and G is
false.

IV. Correctness of the Post-Condition: Suppose that N
is the least number of iterations after which G is
false and 7(N) is true. Then (since G is false) i =
m and (since I(N) is true) i = N + 1 and sum =
A[l]+ A[2] + - - - + A[N + 1]. Putting these together
givesm = N + 1, and so sum = A[1] + A[2] +--- +
A[m], which is the post-condition.

10. Hint: Assume G A I (k) is true for a nonnegative integer k.

Then ayg # 0 and by # 0 and

(1) aga and byq are nonnegative integers with
ng(aoldw bold) = ng(A, B)

(2) At most one of aqq and by equals 0.

(3) 0 = Qold +bold = A =+ B — k.

It must be shown that 7 (k + 1) is true after the loop itera-
tion. That means it is necessary to show that
(1) anew and by are nonnegative integers with
ng(anch bew) = ng(A, B).
(2) At most one of aney and byey equals 0.
(3) Ofancw’l’bnew §A+B_(k+ l)

To show (3), observe that

if Qold = bold

b = |Goa = boig + boia
anC\V + new — if a ]d < b d
0 0

bo]d — dold + dold

[The reason for this is that when ayy > by, then e, =
Aold — b()ld and bnew = b()[[/v and when Aold < bo[z/y then bzwu' =
b ota — Gota and Qpeyy = Qgja. ]

Thus

Aola  if aglg > boig

Gnew + Dpew = .
e e {bold if agla < bowg

But since aoq # 0 and bgg # 0 and aog and byyg are
nonnegative integers, then a,q > 1 and b,y > 1. Hence
Goig — 1 =0 and bog— 120 and agq < Goig + boia — 1
and bog < bolg + aoig — 1. It follows that dney + bpew <
Aolg + boig — 1 < (A + B — k) — 1 by the truth of (3) going
into the kth iteration. Hence dpey + bpew < A + B — (k +
1) by algebraic simplification.

5.6 Solutions and Hints to Selected Exercises A-41

Section 5.6

1. a=1,a0=2a, +2=2-14+2=4,
az=2a,+3=2-44+3=11,
ay=2a3+4=2-11+4=26

Joco=lcr=1-(cp)*=1-(1)> =1,

e =2)=2-(1)’=2,
c3=3()*=3-27°=12

5. so=1Ls=1,8=85+25g=14+2-1=3,
S3=84+25y=3+2-1=5

7. uy=lLuy=lLuzs=3u,—u;=3-1-1=2,
Ug=4u; —u, =4-2—-1=17

9. By definition of ag, ay, a,, . . ., for each integer k > 1,
*) a, =3k+1 and

(*#*) a1 =3k —1)+ 1.
Then a;_; + 3
=3k —-1)+1+3
=3k—-34+1+4+3
=3k + 1
= ay
11. By definition of ¢y, ¢y, ¢2, ..., ¢, = 2" — 1, for each integer
n > 0. Substitute £ and k — 1 in place of n to get
(*) ce=2F—1 and
(%) =211

13.

for all integers k > 1. Then

201+ 1 =221 - 1)+1

by substitution from (**)

=2k—2+41
=2 —1 by basic algebra
= Ck by substitution from (*)

By definition of 1y, 1), 15, ..., t, = 2+ n, for each integer
n > 0. Substitute k, k — 1, and k — 2 in place of n to get

() h =2+k,

(**) ey =24 (k—1), and

) =2+ (k—-2)

for each integer k = 2. Then

261 — s
=22+ (k—-1)— 2+ (k—2)) by substitution from

(%) and (*#%)

=2(k+1)—k
=24k by basic algebra
=1 by substitution

from (*).
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15. Hint: Mathematical induction is not needed for the proof.
Start with the right-hand side of the equation and use
algebra to transform it into the left-hand side of the

equation.
17,4 ay=2
a, = 2 (moves to move the top disk from pole A to
pole C)
+ 1 (move to move the bottom disk from
pole A to pole B)
+ 2 (moves to move the top disk from
pole C to pole A)
+ 1 (move to move the bottom disk
from pole B to pole C)
+ 2 (moves to move top disk
from pole A to pole C)
=38

a3 =8+1+8+14+8=26
c¢. For all integers k > 2.

ar = ax_, (moves to move the top k — 1 disks from
pole A to pole C)

+ 1 (move to move the bottom disk from
pole A to pole B)

+ a;_; (moves to move the top disk
from pole C to pole A)

+ 1 (move to move the bottom
disks from pole B to
pole C)

+ a,_; (moves to move
the top disks from
pole A to pole C)

=3a,_; + 2.

18. b. by =40
e. Hint: One solution is to use mathematical induction and
apply the formula from part (c). Another solution is to
prove by mathematical induction that when a most effi-
cient transfer of n disks from one end pole to the other
end pole is performed, at some point all the disks are on
the middle pole.
19. a. s, =1, s, =14+14+1=3,
ss5=s1+0+1+1)+s5 =5
b. ‘Y4:S3+(1+1+ ])+52:9
20. b. Call the poles A, B, and C. Compute ¢, by using the
following sequence of steps to transfer two disks from
Ato B:
1 (move to move the top disk for A to B)
+1 (move to move the top disk from B to C)
+1 (move to move the bottom disk from A to B)
+1 (move to move the top disk from C to A)
-+1 (move to move the top disk from A to B)
This sequence of steps is the least possible, and so
Cy) = 5

21.
22.

23.

25.

26.

27.

32.

34.

35.

A tower of 3 disks can be transferred from A to B by
using the following sequence of steps:
1 (move to move the top disk from A to B)
+1 (move to move the top disk from B to C)
+1 (move to move the middle disk from A to B)
+1 (move to move the top disk from C to A)
41 (move to move the middle disk from B to C)
-1 (move to move the top disk from A to B)
+1 (move to move the top disk from B to C).
After these 7 steps have been completed, the bottom
disk can be moved from A to B. At that point the top
two disks are on C, and a modified version of the ini-
tial seven steps can be used to move them from C to B.
Thus the total number of steps is 7+ 1 + 7 = 15, and
15 <21 =4¢, + 1.
b. [3 = 14
b.ro=1,rn=1,rn=144.1=5 rn=5+4-1=9,
ra=9+4.5=29, r5s =2944.9 =065,
re = 65+4-29 = 181

c. There are 904 rabbit pairs, or 1,808 rabbits, after 12
months.

a. Each term of the Fibonacci sequence beyond the second
equals the sum of the previous two. For any integer
k > 1, the two terms previous to Fyy, are Fj and Fj_;.
Hence, for all integers k > 1, Fiy1 = Fi + Fi—y.

By repeated use of definition of the Fibonacci sequence, for

all integers k > 4,

Fy = Froy + Frop = (Fra + Fio3) + (Fi—3 + Fis)
= ((F—3 + Fr_4) + Fi3) + (Fi—3 + Fia)
= B o Wt
For all integers k > 1,
F}—F%,
= (Fi — F—1)(Fr + Fi—1)

by basic algebra (difference
of two squares)

= (Fy — Fe—1) Fig by definition of the
Fibonacci sequence
= FiFip — Fro1 Fie

Hint: Use mathematical induction. In the inductive step, use
Lemma 4.8.2 and the fact that F} ., = Fj.; + F to deduce
that

gcd(Frya, Fiq1) = ged(Figr, Fr).

s . Fn+l 1
Hint: Let L = lim —— and show that L = 7o 18
n—00 n
Deduce that L = #

Hint: Use the result of exercise 30 to prove that the infi-

Ly B Iy

nite sequence —- ... is strictly decreasing and that

F* By Fs®
£ B BB e e
the infinite sequence Fy' Fy' Fg' o 38 strictly increasing.
The first sequence is bounded below by 0, and the second
sequence is bounded above by 1. Deduce that the limits of

both sequences exist, and show that they are equal.



37.

39.

41.

44.

a. Because the 4% annual interest is compounded quar-
terly, the quarterly interest rate is (4%)/4 = 1%. Then
Rk = Rk—l +0.01Rk_] = l.OlR,\.,l.

b. Because one year equals four quarters, the amount
on deposit at the end of one year is R, = $5203.02
(rounded to the nearest cent).

c. The annual percentage rate (APR) for the account is
$5203.02—$5000.00
T $500000 = 4.0604%.

When one is climbing a staircase consisting of n stairs, the
last step taken is either a single stair or two stairs together.
The number of ways to climb the staircase and have the
final step be a single stair is ¢,_;; the number of ways to
climb the staircase and have the final step be two stairs
is ¢,—,. Therefore, ¢, = ¢, + ¢,_». Note also that ¢; = 1
and ¢, = 2 [because either the two stairs can be climbed one
by one or they can be climbed as a unit].

Proof (by mathematical induction): Let the property,
P(n), be the equation Y/  ca;=c) ; ,a, where
ay,a, as, ..., a, and ¢ are any real numbers.

Show that P(1) is true:

Let a; and ¢ be any real numbers. By the recursive defi-
nition of sum, Z,.l:] (ca;) = ca; and Z,.':l a; = a;. There-
fore, Z,.]:l (ca)) =c Z,L, a;, and so P(1) is true.

Show that for all integers k > 1, if P(k) is true, then
P(k + 1) is true:

Let k be any integer with & > 1. Suppose that for any real
numbers a;, a,, as, ..., a; and c, Zf:[(ca,-) =¢ Zf:] a;.
[This is the inductive hypothesis]. [We must show that for any

k+1

, k+1

real numbers ay, ay, as, ...a and ¢, Yy (ca;) = ¢ Zi:l a;.]
i=1

Let ay,a,as,.. and ¢ be any real numbers.

Then

<5 Uiy

k+1

k
g ca; = g cd; + cagy
i=1

i=1
k
=c E a; + cagy
i=1
k

= L(Z a4 am)

i=1

k+1

=cC Z ai;
i=1
Hint: Let the property be the inequality
n n
Z aj| = Z la;].
i=1 i=1

To prove the inductive step, note that because | Y17} a;| =
’ZLI ai + Qe |, you can use the triangle inequality for

by the recursive
definition of X

by inductive
hypothesis

by the distributive law
for the real numbers

by the recursive
definition of X.

absolute value (Theorem 4.4.6) to deduce
| >, a +a| < |0 @il + lag -

5.7 Solutions and Hints to Selected Exercises A-43

Section 5.7

l.a. 142434+ (*k-=1)
_k=Dk=D+1)  (k—1Dk

- - 2

2
B B 4 et B B o 0
=34+2(1+2434:--+n)

1
:3+2$ =34+nn+1)
=n*+n+3
7 ) 2(1’—])+]_1 )
2. a. 1+2+2—+~-+2"‘:T=2’—1

€ 2042172342033 4 ... 422.342.343

:2n+3(2n—2+2n—3+.“ +22+2+1)
:211+3(1+2+22+ +2n—3+2n—2)

2(1172)+l_l
—n 2§ [Pl
(5=

=2"+32"1 1)
=2.20"14.3.20- 13
=5:201 =3
3. a0 =1
ap=l-ay=1-1=1
a, =2a;, =2-1

ay =3a, =3-2-1
ay =4ay =4-3-2-1

Guess:
a,=nn—1)---3.2.1 =n!
5. c| = 1

c=3+1=314+1=3+1
c3=3c+1=3C+D)+1=324+3+1
G =3c3+1=3-3+3+1)+1

=343 +3+1
Guess:
Cn =3n—] +3:1—2++3?+32+3_’_]
3" —1
= 3—1 by Theorem 5.2.3 with r =3
=1
T2
6. Hint:
dy=2"4+2""2.342"3.34...422.342.343
=5.2""! — 3 forall integers n > 1

9. Hint: For any positive real numbers a and b,

a
a

a
b =
42

T a+2b

b b
5 b

SR

a
b
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10. hy =1
hi=2"'—hy=2"—1
hy=2—-h=2-2'-D=22-2"+1
hy=2—hy=22—-(22=2'4+1)
=22-2242' -1
hy =2 —hy3=2t—(22-224+22 1)
=20_2422 241"

Guess:
hy=2"=2""4. 4+ (=D)" 1
=(=D)"1=24+22—.-- 4+ (-D)"-21]
=(E=D"1+(-2)
+(=2)2—---4+(=2)"] by basic algebra

(=1)" 2 -1 by Theorem 5.2.3
= (- _ rem 5.2.

2 -1 y Hheorem

_ (_1)n+l ,[(_2)n+l _ l]

- (-1)-(=3)

2n+l — (_1)n+l

= —3— by basic algebra

12. So = 3

s1=s85+2-1=3+2-1
S,=8+2-2=[3+2-1]+2-2
=3+2-(1+2)
s3=5+2-3=[3+2-(14+2)]+2-3
=3+2-(14+2+43)
ss=853+24=3+2-(1+2+3)]1+2-4
=34+2-(14+24+3+4+4)

Guess:
i =342-(142434+---+n—1+n)
1
=3+2. n(n2+ ) by Theorem 5.2.2
=3+nn+1) by basic algebra
14. x, =1

x2=3x1+2=3+2

x3=3%4+3=33+2)+3=324+3.2+3

x4 =3x3+4=332+3-2+3)+4
=3*4+32.243.344

xs=3x3+5=33+3%2+334+4)+5
=3"43.2+43%.34+3.4+5

X6 =3x5+6
=33*43"24+32.34+4.3+5)+6
=34+32433.3432.4+3.5+6

Guess:
Xy =3"" 43224333 4. 43— 1) +n
=3n—| +3n—2+3n—2+3n—3+3n—3+3n—3 +

2 times 3 times

+3 4344341414 +1

(n — 1) times n times
=@ +3 24+ 34341
+@ 3T 433D+
+@E+3+D)+@+D+1
-1 31 3 -1

3-1 3-1

Tt

[(3n+3'l"1+...+32+3)—n]
BE"! +3"2 4. 434+ 1) —n]

(3(33"—_11>_")

= 16" —3-2n)

= NI—= =

18. Proof: Let d be any fixed constant, and let ag, a;,az, ...
be the sequence defined recursively by a; = ax_; +d for
all integers k > 1. The property P (n) is the equation a, =
ag + nd. We show by mathematical induction that P(n) is
true for all integers n > 0.

Show that P(0) is true:

When n = 0, the left-hand side of the equation is ap, and
the right-hand side is ag + 0-d = ao, which equals the left-
hand side. Thus P(0) is true.

Show that for all integers k > 0, if P(k) is true, then
P(k + 1) is true:

Suppose
ay = ap + kd, for some integer k > 0.

[This is the inductive hypothesis.]
We must show that a;, = ap + (k + 1)d. But

ay =ar+d by definition of ag, ay, az, . ..

= [ag + kd] +d by substitution from the
inductive hypothesis

=ag+ (k+ 1)d by basic algebra
[as was to be shown].
19. Let U, = the number of units produced on day n. Then
Uy =Ui_, +2 forallintegers k > 1,
Uy = 170.

Hence Uy, U;, U, ... is an arithmetic sequence with fixed
constant 2. It follows that when n = 30,



24.

26.

217.

28.

30.

U,=Uy+n-2=170+2n =
= 230 units.

170 +2-30

Thus the worker must produce 230 units on day 30.
20 )
5_I

J 5=

k=0
1 19,200,000,000,000 = 119 trillion people (This is about

20,000 times the current population of the earth!)

21.192 x 10! =

b. Hint: Before simplification,
A, = 1000(1.0025)" + 200[(1.0025)"~" +
(1.0025)"~" 4 - -+ 4 (1.0025)? + 1.0025 + 1].
d. Ay = $67,481.15, Ay = $188,527.05
e. Hint: Use logarithms to solve the equation A, =
10,000, where A, is the expression found (after simpli-
fication) in part (b).
a. Hint: APR = 19.6%
¢. Hint: approximately two years
Proof: Let ay, a;, as, ... be the sequence defined recur-
sively by ay = 1 and a; = kay_, for all integers k > 1. Let
the property P(n) be the equation a, = n!. We show by
mathematical induction that P(n) is true for all integers
n > 0.
Show that P(0) is true:
When n = 0, the right-hand side of the equation is 0! = 1,
and by definition of ag, a;, as, ..., the left-hand side of
the equation, ay, is also 1. Thus the property is true for
n=0.
Show that for all integers k > 0, if P (k) is true, then
P(k + 1) is true:
Suppose

ap = k! for some integer k > 0.

[This is the inductive hypothesis. |
We must show that a; .1 = (k + 1)!. But

ar = (k+1)-a by definition of ag, ay, aa, . ..

=(k+1)-k! by substitution from the
inductive hypotheses
=k+1)! by definition of factorial.

[Hence if P(k) is true, then P(k + 1) is true.]
Proof: Let ¢y, c3, ¢3, ... be the sequence defined recur-
sively by ¢; = 1 and ¢, = 3¢, + 1 for all integers k > 2.

n__

Let the property P (n) be the equation ¢, = =
by mathematical induction that P (n) is true for all integers
n>1.

Show that P(1) is true:

When n = 1, the right-hand side of the equation is 3[7_] =
3—1
2
side of the equation, ¢y, is also 1. Thus the property is true

forn = 1.
Show that for all integers k > 1, if P(k) is true, then
P(k + 1) is true:

=1, and by definition of ¢, ¢35, c3, .. ., the left-hand

5.7 Solutions and Hints to Selected Exercises A-45

Suppose that

-1 :
Cr = for some integer k > 1.
[This is the inductive hypothesis. |
3k-(—l =1
We must show that ¢, | = — But
Cry1 =3¢k + 1 by definition of ¢, ¢2, ¢3, ...
’%A = by substitution from the
inductive hypothesis
gl\+l _ 9
3k+l =1
=— by basic algebra.
2k+| — (=1 k+1
3. Hin: 2 -2~ DT
3
3.2k+l k1 _ (_1)k+l
B 3
2,21\'-{—1 4 (—1)k+l 2k+2 - (__1)k+2
37. Hint: [3+k(k+D]+2(k+1)
=34k +k+2k+2=3+[k+3k+2]
=34+ *k+1Dk+2)
=3+ *k+DIk+D+1]
39. Proof: Let xy, x5, x3,... be the sequence defined recur-
sively by x; = 1 and x; = 3x;_; + k for all integers k > 2.

3t —2n-3
Let the property, P(n), be the equation x, = ————

4
We show by mathematical induction that P(n) is true for
all integers n > 1.

Show that P(1) is true:

When n =1, the right-hand side of

. ’;H—l_z, 3 ,;2_2_‘ o i
IS = 13 = 3 3 -1, and by definition of

X1, X2, X3, ..., the left-hand side of the equation, x, is also
1. Thus P(1) is true.

Show that for all integers k > 1, if P (k) is true for, then
P (k + 1) is true.

Suppose that for some integer £ > 0, x; =
[Inductive hypothesis] We must show that

the equation

3K+ _2k—3
—

3(k+l)+] —2(/(+ l)—3 :
Xppy = 4 , or, equivalently,
3+ _ ok —
X1 = ? But
Xpr = 3x + k by definition
of x1, x2, x3,
3k+l O — . .
=3 (T ) ket [yt
3.3 3.2k —3.3  4(k+1)
- 4 4
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43.

Guess: a, =

342 _ 6k — 9 + 4k + 4

4
342 _ 2k —5
= by algebra.
4
[This is what was to be shown.]
a. ay = 2
agp 2 _ 2
M= -1 22-1_3
A % %
“ T -1 7237 =2
a 2 _ 2
B -1 22-1 3
as % % )
a, = = =1=
203 -1 2% - % §

2 ifniseven
2 ifnisodd -

b. Proof: Let ag, a1, az, . . . be the sequence defined recur-

sively by xo =2 and a; = ZaZI:I—l for all integers

k > 1. Let the property, P(n), be the equation

% ifnisodd

We show by strong mathematical induction that P(n)
is true for all integers n > 1.

Show that P(0) and P (1) are true:

The results of part (a) show that P(0) and P(l) are
true.

Show that for all integers k > 0, if P (k) is true for all
integers i with 0 < i <k, then P(k + 1) is true:

Let k be any integer with k > 0, and suppose that for
all integers { with0 <i <k,

2 ifniseven
a, =

2 ifiiseven
a; = [Inductive hypothesis]

2 .. .
3 if { is odd
We must show that

2 ifkiseven
Ay = '

% ifkisodd |
But
s = Ay by definition of
T e — 1 ag,ar, ay, . ..
557 ifkiseven
% by inductive hypothesis
5 if k is odd
2 3 —-1

% if k is even

.
2 ifkis odd
3
% if K+ 1is odd because k+1 is odd

= when k is even
2 ifk+liseven andk + 1 is even when

k is odd.
[This is what was to be shown. ]
45, v, =1
V) = Vg2 + Va2 F2 =0+ v +2
=14+14+2

V3=V F 042 F2=v +v2+2
=14+(0+142)+2=3+2-2
Vs = Va2 F U2 F2=0+02+2
=1+14+2)+A+14+2)+2

—4432

Vs = vpspp) + Viepp) +2 =2+ v3 42
=C3+2-2)+d+14+2)+2
=5+4.2

Vs = Vjep2) + V72 +2=v3+v3+2
=G+2)+(B+22)+2
=6+5-2

Guess:
v, =n+2(n— 1) =3n — 2 for all integers n > 1
b. Proof: Let vy, vy, v3, ... be the sequence defined recur-
sively by vy = 1 and vg = vy + Vik+1y2) + 2 for all
integers k > 1. Let the property, P(n), be the equation
v, =3n—2.

We show by strong mathematical induction that P(n) is
true for all integers n > 1.

Show that P(1) is true:

When n =1, the right-hand side of the equation
is 3-1 —2 =1, which equals v, by definition of
vy, Vg, V3, .... Thus P(1) is true.

Show that for all integers k > 1, if P(i) is true for all
integers i with 0 < i < k, then P (k + 1) is true:

Let k be any integer with k > 1, and suppose that for all
integers i with 1 <i <k, v; = 3i — 2.

[This is the inductive hypothesis.] We must show that
v =3k +1)—2=3k+1.

Vk+1 = Ui+ 12 + Vk+2/2) T2 by definition of
Vi, V2,03, ...

- (L2 12)) o2



=3(| 4 |+ 42 )
(% + iz — if k is even
[ (‘—;“— ) 2 ifkisodd
_3(2%t 2
= ik i =13
=3k+1 by the laws of algebra.

[This is what was to be shown. |
46. Hint: Show that for all integers n >0, 55, = 2" and
$au41 = 2" Then combine these formulas using the ceil-

ing function to obtain s, = 2"/?1,

n+1\> .. -
(T) if n is odd

48. a. Hint: w, =
n n op .
§(§+ l) if n is even

49. a. Hint: Express the answer using the Fibonacci sequence.

50. The sequence does not satisfy the formula. According to
the formula, a, = (4 — 1)> = 9. But by definition of the
sequence, a; =0, . =2-0+ Q2+ 1) =1, a3=2-1+
B3—1)=4,and so ay =2-4+ (4 — 1) = 11. Hence the
sequence does not satisfy the formula for n = 4.

52. a. Hint: The maximum number of regions is obtained
when each additional line crosses all the previous
lines, but not at any point that is already the inter-
section of two lines. When a new line is added, it
divides each region through which it passes into two
pieces. The number of regions a newly added line
passes through is one more than the number of lines it
crosses.

53. Hint: The answer involves the Fibonacci numbers!

Section 5.8

1. (a), (d), and (f)
3.a ay=C-2°+D=C+D=1
aa=C2'+D=2C+D=3

B | 8 c
s -ay=3[ = |D=—1

=224+ (-)=7

4. 8. bp=C-34+D-(=2)'=C+D=0
bi=C-3'+D.(-2)!=3C—-2D=5

Pe= i o=l
F 13¢—%4-C)=5[ ¥ |P==~1

by =34+ (-1)(-2)*=9-4=5

5. Proof: Given that a, = C-2" + D, then for any choice of

C and D and integer k > 2,

5.8 Solutions and Hints to Selected Exercises A-47

ar=C-2+ D,
ar_, =C-221' + D,
dp—n = C'2k_2 =+ D.

Hence
3ar_) — 2a;_, = 3(C-2""' + D) — 2(C- 22 + D)
=3C-281 13D~ 2022 _ 2D
=3C.2'-¢c-2'+ D
=2C-2*'+ D
=C-2"+D=gq.
8. a. If for all k> 2,t*=2""43/*2 and r 0 then

11.

13.

1?=2t +3 [by dividing by t*72], and so 12 —2t —
3=0.But 1> =2t —3=(r —3)(r + 1); hence 1 =3 or
t=—1.

b. It follows from (a) and the distinct roots theorem that
for some constants C and D, aq, a,, a», . . . satisfies the
equation

a, =C-3"+ D-(=1)" forall integers n > 0.

Since ay = 1 and a; = 2, then

ay=C-3+D.(-1)'=C+D=1
a=C3' +D-(-1)'=3C-D=2

- i

3C—(1-C) =
=1-

< {4C—1_2}
0 =94
D=1/4

Thus a, = 2(3”) + Z(_l)” for all integers n > 0.

Characteristic equation: t* —4 = 0. Since 1> —4 = (1 —
2)(t+2), t =2 and t = —2 are the roots. By the distinct
roots theorem, for some constants C and D

dy, =C-(2")+ D-(=2)" forall integers n > 0.
Since dy = | and d| = —1, then

dy=C-2°4+D-(-2)'=C+D=1
d=C2'"+D-(=2)'=2C-2D =—1

D=1-C
i 2C—2(I—C)=—}
. D:l—C}
4C—2=-1
i 3
b=3

Thus d, = i(Z”) -+ %(—2)” for all integers n > 0.

Characteristic equation: t* — 2t + 1 = 0. By the quadratic
formula,
2+ /4—-4-1

i 1
(= —— = — = ].
2 2
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16.

19.

21.

22.

By the single root theorem, for some constants C and D

rn=C-(1"Y+ Dn-(1")
=C+nD forallintegersn > 0.

Since rp = 1 and r; = 4, then

rn=C+0-D=C=1 } {C:] }

rn=C+1-D=C+D =4 1+D=4
& C=1
D=3

Thus r, = 1 + 3n for all integers n > 0.
Hint: For all integers n > 0,

0= L (1) + 22 (1-v3)"

Proof: Suppose r, s, ap, and a; are numbers with r # s.
Consider the system of equations

C+D=aq
Cr+ Ds =a,.
By solving for D and substituting, we find that
D=ay—C
Cr+ (ay—C)s =ay.
Hence
C(r —s)=a; — aps.

Since r # s, both sides may be divided by r — s. Thus the
given system of equations has the unique solution

ay — dpS
C =

=18
and

ay — dopS
D=aO—C:ao—

r—s
agr — aps — ay +aps Aol — a

r—=s r—=s

Alternative solution: Since the determinant of the sys-
temis 1-s —r-1 =5 —r and since r # s, the given sys-
tem has a nonzero determinant and therefore has a unique
solution.

Hint: Use strong mathematical induction. First note that the
formula holds for n = 0 and n = 1. To prove the inductive
step, suppose that for some k > 2, the formula holds for
all i with 0 <i < k. Then show that the formula holds for
k + 1. Use the proof of Theorem 5.8.3 (the distinct roots
theorem) as a model.

The characteristic equation is > —2r +2 =0. By the
quadratic formula, its roots are

[_Z:i:«/4—8_2:l:2i 1+

2 2 li—i"

By the distinct roots theorem, for some constants C and D
a, =C+i)"+ D —10)"
for all integers n > 0.
Since ay = 1 and a; = 2, then
a=CU+i)’+D1-i)’=C+D=1
a=C(+'+D0-i)
=C(+i)+D(—i)=2

- D=1-C
Cl+HN+1-0AQ—-i)=2
& D=1-C
Cl4+i-14D+1—-i=2
- D=1-C
CQRi)=1++1i
D=1-C
& C_l+i_1+ii_i—l_1—i
T2 2 i =2 2
D:1_1;i:2—;+i:1;i
=4
C_l—t
)

Thus for all integers n > 0,
1—i (1 40y + 14i (1 —iy
ay = i S — )"
) 2 !

Section 5.9

1. a. (1) p,q,r,and s are Boolean expressions by I.
(2) ~s is a Boolean expression by (1) and II(c).
(3) (rVv ~s) is a Boolean expression by (1), (2), and
1I(b).
4) (g A (rv ~s)) is a Boolean expression by (1), (3),
and II(a).
(5) ~p is a Boolean expression by (1) and II(c).
(6) (~pV (g A (rv~s)) is a Boolean expression by
(4), (5), and II(b).
2.a. (1) ee Sby L.
(2) a = €a € S by (1) and II(a).
(3) aa € S by (2) and II(a).
(4) aab € S by (3) and I(b).
3. a. (1) MI isinthe MIU system by 1.
(2) MII isinthe MIU system by (1) and II(b).
(3) MIIII isinthe MIU system by (3) and II(b).
(4) MITIIIIII isinthe MIU system by (3) and II(b).
(5) MIUIIII is inthe MIU system by (4) and II(c).
(6) MIUUI isin the M1U system by (5) and II(c).
(7) MIUI isinthe MIU system by (6) and II(d).
4. a. (1) 2,0.3,4.2, and 7 are arithmetic expressions by I.
(2) (0.3 —4.2) is an arithmetic expression by (1) and
11(d).
(3) (2-(0.3 —4.2)) is an arithemetic expression by (1),
(2), and II(e).




5

10.

12.

(4) (=7) is an arithmetic expression by (1) and II(b).
(5) ((2:(0.3 —=4.2)) + (=7)) is an arithmetic expression
by (3), (4), and II(c).
Proof by structural induction: Let the property be the fol-
lowing sentence: The string ends in a 1.

Show that each object in the BASE for S satisfies the prop-
erty:

The only object in the base is 1, and the string | ends in a 1.

Show that for each rule in the RECURSION for S, if the
rule is applied to an object in S that satisfies the property,
then the objects defined by the rule also satisfy the prop-
erty:

The recursion for S consists of two rules denoted II(a) and
II(b). Suppose s is a string in S that ends in a 1. In the case
where rule II(a) is applied to s, the result is the string 1s,
which also ends in a 1. In the case where rule II(b) is applied
to s, the result is the string 1s, which also ends in a 1. Thus
when each rule in the RECURSION is applied to a string
in S that ends in a 1, the result is also a string that ends
inal.

. Proof by structural induction: Let the property be the fol-

lowing sentence: The string contains an even number
of a’s.

Show that each object in the BASE for S satisfies the prop-
erty:

The only object in the base is e, which contains 0 a’s.
Because 0 is an even number, € contains an even number
of a’s.

Show that for each rule in the RECURSION for S, if the
rule is applied to an object in S that satisfies the property,
then the objects defined by the rule also satisfy the prop-
erty:

The recursion for S consists of four rules denoted II(a), II(b),
II(c), and II(d). Suppose s is a string in S that contains an
even number of a’s. In the case where either rule Il(a) or
rule II(b) is applied to s, the result is the string bs or the
string sb, each of which contain the same number of a’s as
s and hence an even number of a’s. In the case where either
rule II(c) or rule II(d) is applied to s, the result is the string
aas or the string saa, each of which contain two more a’s
than the number of @’s in 5. Because two more than any even
integer is an even integer, both aas and saa contain an even
number of a’s. Thus when each rule in ‘the RECURSION is
applied to a string in S that contains an even number of a’s,
the result is also a string that contains even number of a’s.

. Hint: Let the property be the following sentence: The string

represents an odd integer. In the decimal notation, a string
represents an odd integer if, and only if, itends in 1, 3, 5, 7
or9.

Hint: By divisibility results from Chapter 3 (exercises 15
and 16 of Section 3.3), if both s and ¢ are divisible by 5,
thensoare s 4+ and s — .

Hint: Can the number of /’s in a string in the MU system
be a multiple of 3? How do rules II(a)-(d) affect the number
of I’s in a string?

13.

14.

15.

17.

19.

5.9 Solutions and Hints to Selected Exercises A-49

a. (1) ()isin P by L
(2) (())isin P by (1) and II(a).
(3) O(())isin P by (1), (2), and TI(b).

a. This structure is not in P. Define a function f: P — Z
as follows: For each parenthesis structure S in P, let
the number of left the number of right
f(8) = - -1 : .
parentheses in S parentheses in S

Observe that for all S in P, f(S) = 0. To see why, use
the reasoning of structural induction:

1. The base element of P is sent by f to 0: f[()] =
0 [because there is one left and one right parenthesis
in()].

2. Forall S € P,if f[S]=0then f[(S)] = 0 [because
ifk —m =0then (k+1)—(m+1)=0].

3. Forall Sand T in P, if f[S] =0and f[T] = 0, then
JIST] =0 [because ifk —m = 0 and n — p = 0, then
(k+n)—(m+p)=0].

Items (1), (2), and (3) show that all parenthesis struc-

tures obtainable from the base structure () by repeated

application of II(a) and II(b) are sent to 0 by f. But
by III (the restriction condition), there are no other ele-
ments of P besides those obtainable from the base ele-
ment by applying II(a) and II(b). Hence f(S) = 0 for all

S eP.

Now if ()(() were in P, then it would be sent to 0 by f.

But f{O(O]=3—=2=13#0.Thus ()(() ¢ P.

Let S be the set of all strings of 0’s and 1’s with the same
number of 0’s and 1’s. The following is a recursive defini-
tion of S.
I. BASE: The null string € € S.
II. RECURSION: Ifs € S, then
a. 0lseS b.s0leS c 10ses
d. s10eS e OsleS f 1s0eS
ITII. RESTRICTION: There are no elements of S other that
those obtained from I and II.
Let T be the set of all strings of a’s and b’s that contain an
odd number of a’s. The following is a recursive definition
of T.
I. BASE: Thea € T.
II. RECURSION: Iff € T, then
a.bteT b.theT ¢ aateT
d.ataeT e.taaeT
III. RESTRICTION: There are no elements of 7 other
than those obtained from I and II.

a. M(86) = M (M (97)) since 86 < 100

= M(M(M(108))) since 97 < 100
= M(M(98)) since 108 > 100
= MM (M(109))) since 98 < 100
= M(M(99)) since 109 > 100
= M(@Ol) by Example 5.9.6
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21. a. A(1,1) = A, A(1,0))

22,

24.

by (5.9.3) withm = 1
andn =1

= A(1,0)+1 by (5.9.1) with n = A(1, 0)
=A0,1)+ 1 by (5.9.2) withm =1
=1+1D+1 by (5.9.1) withn = 1

=3

Alternative solution:

A(l,1) = A0, A(1,0)) by (5.9.3) withm =1

andn =1

= A0, A(0,1)) by (5.9.2) withm =1
=A(,2) by (5.9.1) with n = 1
=3 by (5.9.1) withn =2

a. Proof by mathematical induction: Let the property,
P(n), be the equation A(1,n) =n + 2.

Show that P(0) is true:
Whenn =0,
A(l,n) = A(1,0) by substitution
= A0, 1) by(59.2)
=141 by (5.9.1)
=2,

On the other hand, n +2 = 0 + 2 also. Thus A(l,n) =
n+2forn=0.

Show that for all integers k > 0, if P(k) is true, then
P(k + 1) is true:

Let k be an integer with k > 1 and suppose P (k) is
true. In other words, suppose A(l, k) =k + 2. [This is
the inductive hypothesis.] We must show that P(k + 1) is
true. In other words, we must show that A(1,k+ 1) =
(k+1)+2=k+3.But

A(l,k+1)=A(0,A(l,k)) by(59.3)
—ALK+1  by(9.0)
=k+2)+1 by inductive hypothesis
=k+3.

[This is what was to be shown. ]
[Since both the basis and the inductive steps have been
proved, we conclude that the equation holds for all nonneg-
ative integers n.]
Suppose F is a function. Then F(1) =1, F(2) = F(l) =
1, FB) =1+ F(5-3—-9) =1+ F(6) =14+ F(3). Sub-
tracting F(3) from the extreme left and extreme right of this
sequence of equations gives 1 = 0, which is false. Hence F
is not a function.

Section 6.1

1 a. A=1{(2,(2), 2 ={2,{2},2} = {2, {2}} and B =

{2, {2}, {{2}}}. So A C B because every element in A
is in B, but B ¢ A because {{2}} € B and {{2}} ¢ A.
Also A is a proper subset of B because {{2}} isin B
but not A.

c. A={{1,2},{2,3}} and B=1{1,2,3}). So AZB
because (1,2} € A and {1,2} ¢ B. Also BZ A
because | € Band 1 ¢ A.

e. A= {Jﬁ, {4}] = {4, {4)} and B = {4}. Then B C A
because the only element in B is 4 and 4 is in A,
but A € B because {4} € A and {4} ¢ B. Also B is a
proper subset of A because {4} is in A but not 5.

2. Proof That B C A:

Suppose x is a particular but arbitrarily chosen element
of B.
[We must show that x € A. By definition of A, this
means we must show that x = 2- (some integer).|
By definition of B, there is an integer b such that x =
2b — 2.
[Given that x = 2b — 2, can x also be expressed
as 2- (some integer)? l.e., is there an integer,
say a, such that 2b — 2 = 2a ? Solve for a to obtain
a = b — 1. Check to see if this works. ]
Leta =b —1.
[First check that a is an integer. |
Then « is an integer because it is a difference of integers.
[Then check that x = 2a.]
Also2a =2b—-1)=2b—-2=ux,
Thus, by definition of A, x is an element of A,
[which is what was to be shown].

. a. No. R 52 T because there are elements in R that are not

in 7. For example, the number 2 is in R but 2 is not in
T since 2 is not divisible by 6.

b. Yes. T € R because every number divisible by 6 is
divisible by 2. To see why this is so, suppose n is
any number that is divisible by 6. Then n = 6m for
some integer m. Since 6m = 2(3m) and since 3m is
an integer (being a product of integers), it follows that
n = 2- (some integer), and, hence, that n is divisible
by 2.

. a. C C D Proof: [We will show that every element of C is

in D.] Suppose n is any element of C. Thenn = 6r — 5
for some integer r. Let s = 2r — 2. Then s is an integer
(because products and differences of integers are inte-
gers), and

335 +1=32r—2)+1=6r—6+1=06r -5,

which equals n. Thus n satisfies the condition for being
in D. Hence, every element in C is in D.

b. D Q C because there are elements of D that are not in
C. For example, 4 is in D because 4 =3-1+ 1. But 4
is not in C because if it were, then 4 = 6r — 5 for some
integer r, which would imply that 9 = 6r, or, equiva-
lently, that » = 3/2, and this contradicts the fact that r
is an integer.

6. c. Sketch of proof that B € C: If r is any element of B

then there is an integer b such that r = 10b — 3. To show
that 7 is in C, you must show that there is an integer ¢
such that r = 10¢ 4+ 7. In scratch work, assume that ¢
exists and use the information that 105 — 3 would have
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11.
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to equal 10c + 7 to deduce the only possible value for ¢.
Then show that this value is (1) an integer and (2) satis-
fies the equation » = 10c + 7, which will allow you to
conclude that r is an element of C.

Sketch of proof that C C B: If s is any element of C
then there is an integer ¢ such that s = 10c¢ + 7. To show
that s is in B, you must show that there is an integer b
such that s = 10c — 3. In scratch work, assume that b
exists and use the information that 10¢ + 7 would have
to equal 10b — 3 to deduce the only possible value for
b. Then show that this value is (1) an integer and (2) sat-
isfies the equation s = 106 — 3, which will allow you to
conclude that s is an element of B.

. The set of all x in U such that x is in A and x is in B.

The shorthand notation is A N B.

.xgAandx ¢ B

s 415 3:5: 6, 4,9}
. {1,2,3,4,5,6,7, 8,9}

b. {3, 9}
d. ¢
AUB={xeR|0<x <4}
ANB={xeR|l <x <2}
A={xeR|x <0orx > 2}
AUC={xeR|0<x<20r3<x <9}
ANC=4¢

B ={xeR|x < lorx >4}
A°NB‘={xeR|x <0orx >4}
AUB“={xeR|x < lorx > 2}

e. {1,5,7}

(ANB)Y={xeR|x<lorx > 2}
.(AUB) ={xeR|x <0orx >4}

13. b. False. Many negative real numbers are not rational. For
example, —+/2 € R but /2 ¢ Q.
d. False.0 e Zbut0 ¢ Z~ UZ™ .
14. a.
U

B

15. a.
U

¢

16. a. AUBNC)={a,b,c},(AUB)NC = {b, c}, and

(AUB)N(AUC) ={a,b,c,d}N{a,b,c,e} =
{a, b, c}.
Hence AU(BNC)=(AUB)N(AUCQC).

17.

18.

19.

21.

22.

6.1 Solutions and Hints to Selected Exercises A-51

a.
U
a. The number 0 is not in ¢J because ¥ has no elements.

b. No. The left-hand set is the empty set; it does not have
any elements. The right-hand set is a set with one ele-
ment, namely .

A ={112) = (1}, Ay = (2,22} = (2,4},

A3 =1{3,3?} ={3,9}, Ay = (4,4} = {4, 16}

a. AJUAUA3UA, ={1}U({2,4}U (3,9} U {4, 16}
=1{1,2,3,4,9, 16}

b. A] ﬂAzﬂA;ﬂA4:{l}ﬂ
=0

c. Ay, Ay, Az, and A, are not mutually disjoint
because A, N Ay = {4} = 0.

Cy =10, -0} =(0}, C, = {1, -1}, C, ={2,-2},

Ci={3,-3}, Ci={4-4)

4
a. UG ={0ju{l,-1}U{2, -2} U {3, -3}U {4, -4} =

i=0

(e, =3, =Z=1; B2, 340
)
b. N Ci = {0}N{l,—1}N{2, =2} N {3, =3} N {4, —4)

i=0

{2,4)N{3,9} N {4, 16}

c. Co(,zJ Cy, C,,...are mutually disjoint because no two of
the sets have any elements in common.

d. L”JCi ={-n,—-(n-1),...,-2,-1,0,1,2, ...,
:(;0_ 1), n}

e. ﬁ Ci=90

i=0

f. U Ci =7, the set of all integers
i=0
g. ﬂ C,‘ =0
i=0
Dy =[-0,0] ={0}, D, =[-1,1], D, =[-2,2],
D3 =[-3,3], Dy =[—4,4]
4
a. U D; ={0}U[—1, 11U[=2,2]U[-=3, 31U [—4, 4]

i=0

= [—4, 4]
4
. (1 Di = {0}U[—1,1]U[=2,2]U[=3, 3]U[—4, 4]

i=0
= {0}

¢. Dy, Dy, D, ..
Dy € Dyyy.

. UD;=1[-n,n]

i=0

=2

. are not mutually disjoint. In fact, each

="

e. (1D = {0}

i=0
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24.

27.

28.

31.

32.
33.
34.

35,

Appendix B Solutions and Hints to Selected Exercises

f. | D; = R, the set of all real numbers
i=0

o]

g (D =1(0)

Wy = (0, 00), W) = (1, 00), Wp = (2, 00),
= (3,00), Wy = (4, 0)

a. UW (0, 00) U (1, 00) U (2, 00) U (3, co) U
(4 00) = (0, 00)

b. ﬂ W; = (0,00) N (1,00) N (2,00) N (3,00) N
i=0
(4, 00) = (4, 00)

c. Wo, Wi, Wy, ... are not mutually disjoint. In fact,
Wi € W, for all integers k > 0.

d. U W =(0,00)
i=0

e. W= (n,o0)
I;;O

f. U W,' = (0, OO)
i=0

2. m W, =0

i=0

a. No. The element d is in two of the sets.

b. No. None of the sets contains 6.

Yes. Every integer is either even or odd, and no integer is
both even and odd.

a. ANB = {2},s0 Z(AN B) = {#, (2}).

b. A ={1,2},s0 Z(A) = {0, {1}, {2}, {1, 2}}.

c. AU B=1{1,2,3},s0 Z(A U B) = {0, (1}, {2}, (3},
{1, } (1,3}, (2,3}, {1,2, 3}}.

d. Ax B=1{(1,2),(1,3),(2,2),(2,3)},s0

37‘(14 x B) = {0, {(1,2)}, {(1,3)}, {2, 2)}, {(2, 3)},
{(1,2), (1, 3)}, {(1,2), (2, 2)},
{(1,2), 2,3)}, {1, 3), 2, 9}, {1, ), 2, D},
{2:2),2; 3)}. {1, 2); (1, 3), (2, 2)}
{(1,2),(1,3), 2,3)},
{(1,2), (2,2), 2,3} {(1,3),(2,2), (2,3)},
{(1,2),(1,3), 2, 2), 2, 3)}}
a. Z(A x B) = {0, {(1,w}, {(1,v)}, {(1,u), (1,v)}}
b. 2(2®)) = 29} = {0, (¥}}
a. A x (Ay x A3) = {1, (u, m)), (2, (u, m)),
(3, (u, m)), (1, (u, n)), 2, (u, n)), (3, (u,n)),
(1, (v, m)), (2, (v, m)), (3, (v, m)), (1, (v, n)),
(2, (v, n)), (3, (v, n))}
a. Ax(BUC)={a,b}x{1,2,3}
={(a, 1), (a,2), (a,3), (b, 1), (b,2), (b, 3)}
b. (Ax B)U(A xC) ={(a, ), (a,2), b, 1), (,2),
(a,2), (a,3), (b, 2),(b,3)}
= {(a, 1), (a,2), (b, 1), (], 2),
(a,3), (b, 3)}

36.
i 1 2 3 4
i 1{2(3[1(2] 3 (41172
Jfound no | yes no yes no | yes
answer| A C B

Section 6.2

1.

2.

3.
5.

a. (1) A (2) BUC

b. (1) AnB (2) C

a. (1) A—-B 2)A 3 A 4B
b. () xeA (2)A (3B 4 A
@)A (bC B @C (BcCC
Proof: Suppose A and B are sets.

B—-ACBnNA“: Suppose x € B— A. By definition
of set difference, x € B and x ¢ A. But then by definition
of complement, x € B and x € A, and so by definition of
intersection, x € B N A°. [Thus B — A € B N A¢ by defini-
tion of subset].

BNA°C B— A: Suppose x € B N A°. By definition
of intersection, x € B and x € A°. But then by definition
of complement, x € B and x ¢ A, and so by definition of
set difference, x € B — A. [Thus BN A° C B — A by defi-
nition of subset.]

[Since both set containments have been proved, B — A =
B N A€ by definition of set equality.]

. Partial answers

a. ANB)UANC) b.A ¢ BUC

d. xeC e ANB f. by definition of intersection,
x € AN C, and so by definition of union,
xe(ANBYUANC).

. Hint: This is somewhat similar to the proof in Example

6.2.3.

. Proof: Suppose A and B are any sets.

Proof that (A N B) U (A N B) C A: Suppose

x € (AN B)U (AN B°). [We must show that x € A.] By
definition of union, x € AN Borx € (AN B°).

Case I (x € AN B): In this case x is in A and x is in B,
and so, in particular, x € A.

Case 2 (x € A N B®): In this case x is in A and x is not in
B, and so, in particular, x € A.

Thus, in either case, x € A [as was to be shown]. [Thus
(AN B)U (AN B C A by definition of subset.]

Proof that A € (AN B)U (A NB°): Suppose x € A. [We
must show that x € (AN B)U (AN B°).] Either x € B or
x & B.

Case 1 (x € B): In this case we know that x is in A and
we are also assuming that x is in B. Hence, by definition of
intersection, x € AN B.

Case 2 (x € A N B¢): In this case we know that x is in A
and we are also assuming that x is in B¢. Hence, by defini-
tion of intersection, x € A N B€.

Thus, x € AN B or x € AN B¢, and so, by definition of
union, x € (AN B)U (AN B°) [as was to be shown. Thus
A € (AN B)U (AN B°) by definition of subset.]
Conclusion: Since both set containments have been
proved, it follows by definition of set equality that
(ANBY)U(ANB)=A

. Partial proof: Suppose A, B, and C are any sets. To

show that (A —B)U(C —B)=(AUC) —
show that (A—B)U(C —B)C (AUC) —
(AUC)—BC (A—B)U(C —B).

B, we must
B and that



11.

12.

13.

16.

18.

(A-—B)U(C—-B) S (AUC)— B: Suppose that x is
any element in (A — B)U (C — B). [We must show that
x € (AUC) — B.] By definition of union, x € A — B or
xeC—B.

Case 1 (x € A — B): Then, by definition of set difference,
x € A and x ¢ B. But because x € A, we have that x €
A U C by definition of union. Hence x € AU C and x ¢ B,
and so, by definition of set difference, x € (AU C) — B.
Case 2 (x € C — B): Then, by definition of set difference,
x € C and x ¢ B. But because x € C, we have that x €
A U C by definition of union. Hence x € AU C and x ¢ B,
and so, by definition of set difference, x € (AU C) — B.
Thus, in both cases, x € (AU C) — B [as was to be shown].
So(A—B)U(C—-B)Z (AUC)— B.

Partial proof: Suppose A and B are any sets. We will
show that AU (AN B) € A. Suppose x is any element
in AU(ANB). [We must show that x € A.] By defini-
tion of union, x € A or x € AN B. In the case where
x € A, clearly x € A. In the case wherex e AN B, x € A
and x € B (by definition of intersection). Thus, in par-
ticular, x € A. Hence, in both cases x € A [as was to be
shown].

To complete the proof that AU (A N B) = A, you must
show that A C AU (BN A).

Proof: Let A be a set. [We must show that AUG = A.]
AU@P C A: Supposex € AU . Thenx € Aorx € by
definition of union. But x ¢ ¢} since ¥ has no elements.
Hence x € A.

A C AU@: Suppose x € A. Then the statement “x € A
orx € ¥ is true. Hence x € A U ¢ by definition of union.

[Alternatively, A € A U W by the inclusion in union property.]
Since AU C Aand A € AU, then AU = A by defi-
nition of set equality.

Proof: Suppose A, B, and C are sets and A C B. Let x €
A N C. By definition of intersection, x € A and x € C. But
since A C B and x € A, then x € B. Hence x € B and
x € C, and so, by definition of intersection, x € BN C.
[Thus AN C € BN C by definition of subset. ]

Hint: The proof has the following outline:

Suppose A, B, and C are any sets such that A € B and
A€ C.

Therefore, A C BNC.

Proof: Suppose A, B, and C are arbitrarily chosen sets.
Ax(BUC)CS (Ax B)U(A x C): Suppose (x,y) €
A x (BUC). [We must show that (x,y) € (A x B) U (A x
C).] Then x € A and y € B U C. By definition of union,
this means that y € Bory € C.

Case 1 (y € B): Then, since x € A, (x,y) € A x B by
definition of Cartesian product. Hence (x, y) € (A x B) U
(A x C) by the inclusion in union property.

20.

21.

23.

6.2 Solutions and Hints to Selected Exercises A-53

Case 2 (y € C): Then, since x € A, (x,y) € A x C by
definition of Cartesian product. Hence (x, y) € (A x B) U
(A x C) by the inclusion in union property.

Hence, in either case, (x, y) € (A x B)U (A x C) [as was
to be shown].

Thus A x (BUC) € (A x B)U (A x C) by definition of
subset.

(AxB)U(AxC)ZS Ax (BUC): Suppose (x,y) €
(AXx B)U(A x C). Then (x,y) € A x Bor

(x,y) e AxC.

Case 1 ((x,y) € A x B): In this case, x € A and y € B.
By definition of union, since y € B, theny € B U C. Hence
x € Aand y e BUC, and so, by definition of Cartesian
product, (x,y) € A x (BUQC).

Case 2 ((x, y) € A x C): In this case, x € A and y € C.
By definition of union, since y € C,then y € B U C. Hence
x€Aand y e BUC, and so, by definition of Cartesian
product, (x,y) € A x (BUCC).

Thus, in either case, (x,y) € A x (B U C). [Hence, by def-
inition of subset, (A x B)U (A x C) CAx (BUC).]
[Since both subset relations have been proved, we can con-
clude that A x (BUC) = (A x B) U (A x C) by definition of
set equality. |

There is more than one error in this “proof.” The most seri-
ous is the misuse of the definition of subset. To say that A is
a subset of B means that for all x,if x € A then x € B. It
does not mean that there exists an element of A that is also
an element of B. The second error in the proof occurs in
the last sentence. Just because there is an element in A that
is in B and an element in B that is in C, it does not follow
that there is an element in A that is in C. For instance, sup-
pose A = {1,2}, B = {2, 3}, and C = {3, 4}. Then there is
an element in A that is in B (namely 2) and there is an ele-
ment in B that is in C (namely 3), but there is no element
in A thatisin C.

Hint: The statement “since x ¢ A orx ¢ B,x ¢ AUB” is
fallacious. Try to think of an example of sets A and B and
an element x such that the statement “x ¢ A or x ¢ B” is
true and the statement “x ¢ A U B” is false.

a.

Entire shaded regionis AU (B N C).
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24.

25.

27.

29.

30.

33,

36.

Darkly shaded regionis (A U B) N (A U C).

(@) (A—B)N(B—A) (b) intersection (¢) B— A
@B (A HA @ A-BNB-A)=0
Proof by contradiction: Suppose not. That is, suppose there
exist sets A and B such that (AN B)N (AN B) # .
Then there is an element x in (AN B)N (AN B). By
definition of intersection, x € (AN B) and x € (A N BY).
Applying the definition of intersection again, we have
that since x € (ANB), x € A and x € B, and since
x € (AN B°), x € Aand x ¢ B. Thus, in particular, x € B
and x ¢ B, which is a contradiction. It follows that the sup-
position is false, and so (A N B) N (AN B¢) = .

Proof: Let A be a subset of a universal set U. Suppose
AN A # (, that is, suppose there is an element x such
that x € A N A°. Then by definition of intersection, x € A
and x € A°, and so by definition of complement, x € A
and x ¢ A. This is a contradiction. [Hence the supposition
is false, and we conclude that AN A° = 0.]

Proof: Let A be a set. Suppose A x @ = (). Then there
would be an element (x,y) in A x (. By definition of
Cartesian product, x € A and y € ¥. But there are no ele-
ments y such that y € ¢J. Hence there are no elements (x, y)
such that x € A and y € {. Consequently, (x,y) ¢ A x (.
[Thus the supposition is false, and so A x ¢ = (. ]

Proof: Let A and B be sets such that A C B. [We must show
that AN B = @.] Suppose A N B¢ # §; that is, suppose
there were an element x such that x € AN B°. Thenx € A
and x € B¢ by definition of intersection. So x € A and
x ¢ B by definition of complement. But A € B by hypoth-
esis. So since x € A, x € B by definition of subset. Thus
x ¢ B and also x € B, which is a contradiction. Hence the
supposition that A N B¢ # J is false, and so A N B = 0.

Proof: Let A, B, and C be any sets such that C € B — A.

Suppose A N C # §. Then there is an element x such that

x € AN C. By definition of intersection, x € A and x € C.

Since CC B— A, then x € B and x ¢ A. So x € A and

x ¢ A, which is a contradiction. Hence the supposition is

false, and thus A N C = ¢.

a. Start of proofthat AUB C (A—B)U(B —A)U(AN
B): Given any element x in AU B, by definition of
union x is in at least one of A and B. Thus x satisfies
exactly one of the following three conditions:

(1) x e Aand x ¢ B (x isin A only)
(2) x € Band x ¢ A (x isin B only)
(3) x € Aand x € B (x isin both A and B)

37,

38.

b. To show that (A — B), (B — A), and (A N B) are mutu-
ally disjoint, we must show that the intersection of any
two of them is the empty set. But, by definition of set
difference and set intersection, saying that x € A — B
means that (1) x € A and x ¢ B, saying thatx € B — A
means that (2) x € B and x ¢ A, and saying that x €
A N B means that (3) x € A and x € B. Conditions (1)-
(3) are mutually exclusive, and so no two of them can
be satisfied at the same time. Thus no element can be
in the intersection of any two of the sets, and, therefore,
the intersection of any two of the sets is the empty set.
Hence, (A — B), (B — A), and (AN B) are mutually
disjoint.

Suppose A and By, B, B3, ..., B, are any sets.

Proof that A N (U B,-) CUANB):
=1

i=l

n
Suppose x is any element in AN <U Bi). [We must
i=1

n
show that x € | J(A N B;).] By definition of intersection,

i=1

n n
x €A and x € | B;. Since x € |J B;, the definition of
i=1 i=1
general union implies that x € B; forsomei =1,2,...,n,
and so, since x € A, the definition of intersection implies
that x € AN B;. Thus, by definition of general union,
n
X € U (A N B;) [as was to be shown].

i=1
Proofthat | J(ANB;)) C AN (U Bi):
i=1 i=1
n
Suppose x is any element in |J(A N B;). [We must show
i=1

n
that x € AN <U B,~>.] By definition of general union, x €
=

=1
AN B; for some i =1,2,...,n. Thus, by definition of
intersection, x € A and x € B;. Since x € B; for some i =
n
1,2, ..., n, by definition of general union, x € | J B;.
i=1
n
Thus we have that x € A and x € | B;, and so, by defini-
i=1
n
tion of intersection, x € A N <U B,v) [as was to be shown].
i=
Conclusion: Since both set containments have been proved,

it follows by definition of set equality that A N (U B,-) =
i=1

Ucan By.

i=1
Proof sketch: 1f x € | J(A; — B), then x € A; — B for

i=1
somei =1,2,...,n,andso, (1) forsomei =1,2,...,n,

x € A; (which implies that x € (U A,-)) and 2) x ¢ B.
i=1

Conversely, if x e (U A,-) — B, then x € |JA; and
i=1 i=1

x ¢ B, and so, by definition of general union, x € A; for
somei =1,2,...,n, x € A; and x ¢ B. This implies that



40.

there is an integer i such that x € A; — B, and thus that

X e L”J(A,v — B).

Sup;;)]se Aand By, B>, B3, ...,

Proof that L’_IJ(A x B;) C A x (L”J B,—):
i=1

i=1

B, are any sets.

Suppose (x, y) is any element in [ J(A x B;). [We must
i=1

show that (x,y) € A x (U B;).] By definition of gen-

eral union, (x,y) € A x é,— for some i =1,2,...,n. By
definition of Cartesian product, this implies that (1)
x € Aand (2) y e B; forsome i = 1,2, ...,n. By defi-

nition of general union, (2) implies that y € U B;. Thus
i=1

n
xe€ A and ye [JB;. and so by definition of Cartesian
i=l

product, (x,y) € A X (U B,-) [as was to be shown].

Proof that A x (U B;) C U(A x B)):
i=1

=1

Suppose (x, y) is any element in A x (U B,-). [We must

show that (x,y) € [ J(A x B;).] By definition of Cartesian
i=1
n
product, (1) x € A and (2) y € | B;. By definition of gen-
i=1
eral union, (2) implies that y € B; forsomei = 1,2, ..., n.
Thusx € Aandy € B; forsomei = 1,2, ..., n,andso, by
definition of Cartesian product, (x,y) € A x B; for some
i =1,2,...,n It follows from the definition of general
union that (x, y) € | J(A x B;) [as was to be shown].

i=1

Conclusion: Since both set containments have been proved,

it follows by definition of set equality that | J(A x B;) =

(Us)

Section 6.3

1.

Counterexample: Any sets A, B, and C where C con-
tains elements that are not in A will serve as a counterex-
ample. For instance, let A = {1,3}, B ={2,3}, and C =
{4}. Then (AN B)U C = {3} U {4} = {3, 4}, whereas A N
(BUC)={1,3}n{2, 3,4} = {3}. Since {3, 4} # {3},
(ANB)UC #AN(BUC).

. Counterexample: Any sets, A, B, and C where A € C and

B contains at least one element that is not in either A or
C will serve as a counterexample. For instance, let A =
{1}, B={2},and C = {1,3}. Then A € B and B ¢ C but
ACC.

. False. Counterexample: Any sets A, B, and C where

A and C have elements in common that are not in
B will serve as a counterexample. For instance, let
A=1{1,2,3}, B=1{2,3}, and C ={3}. Then B—C =

11.

12.

14.

15.

17.

18.

19.

6.3 Solutions and Hints to Selected Exercises A-55

{2}, and so A— (B—-C)={1,2,3} — {2} ={1,3}. On
the other hand A — B ={1,2,3}—{2,3} = {1}, and
so (A—B)—C={1}—-{3}={1}. Since {l1,3} # {1},
A—(B-C)#(A—-B)-C

. True. Proof: Let A and B be any sets.

AN(AUB) C A: Suppose x € AN (AU B). By defi-
nition of intersection, x € A and x € A U B. In particular
x € A. Thus, by definition of subset, A N (AU B) C A.
ACAN(AUB): Suppose x € A. Then by definition
of union, x € AU B. Hence x € A and x € AU B, and
so, by definition of intersection x € A N (A U B). Thus, by
definition of subset, A € A N (A U B).

Because both AN(AUB)C A and ACAN(AUB)
have been proved, we conclude that A N (A U B) =

. True. Proof: Suppose A, B, and C are sets and A C C and

B C C. Let x € AU B. By definition of union, x € A or
x € B. But if x € A then x € C (because A C C), and if
x € B then x € C (because B C (). Hence, in either case,
x € C. [So, by definition of subset, AUB C C.]

Hint: The statement is false. Consider sets U, A, B, and
C as follows: U = {1,2,3,4}, A={1,2}, B={1,2,3},
and C = {2}.

Hint: The statement is true. Sketch of proof: If
xe€AN(B—-C), thenx e Aand x € B and x ¢ C. So
it is true that x € A and x € B and that x € A and x ¢ C.
Conversely, if x e (ANB)—(ANC), then x € A and
xeB,butx ¢ ANC,andsox ¢ C.

Hint:
ing is a counterexample: A = {I, 3},
¢ ={2;3}.

Hint: The statement is true. Sketch of proof: Suppose
x € A. [We must show that x € B.] Either x € C or x ¢ C.
In case x € C, make use of the fact that ANC € BNC to
show that x € B. In case x ¢ C, make use of the fact that
AUC <€ BUC to show that x € B.

True. Proof: Suppose A and B are any sets with A C B. [We
must show that Z(A) € 2(B).] So suppose X € Z(A).
Then X € A by definition of power set. But because
A C B, we also have that X C B by the transitive prop-
erty for subsets, and thus, by definition of power set,
X € 2(B). This proves that for all X, if X € Z2(A)
then X € &(B), and so Z(A) C P (B) [as was to be
shown].

The statement is false. Show that the follow-
B = {1, 2,3}, and

False. Counterexample: For any sets A and B, Z(A) U
Z(B) contains only sets that are subsets of either A or B,
whereas the sets in £2(A U B) can contain elements of both
A and B. Thus, if at least one of A or B contains elements
that are not in the other set, Z(A) U Z(B) and Z(A U B)
will not be equal. For instance, let A = {1} and B = {2}.
Then {1,2} € (AU B) but {1,2} ¢ Z(A)U Z(B).
Hint: The statement is true. To prove it, suppose A and
B are any sets, and suppose X € F(A)U Z(B). Show
that X € AU B, and deduce the conclusion from this
result.
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22,

23.
25.

26.

27.

28.

29.

30

31.

a. Statement: ¥ sets S,3aset T suchthat SNT = @.
Negation: Jaset S suchthatVsets T,SNT # 0.
The statement is true. Given any set S, take T = S°¢.
Then SNT = SN S =@ by the complement law for
N. Alternatively, T could be taken to be @.

Hint: Sy = {8}, S = {{a}, {b}, {c}}

a. S = {0, {t}, {u}, {’U}, {tv u}, {t, v}, {u, U}, {t» u, U}}

b. S, = {{w}, {z, w}, {u, w}, {v, w}, {t, u, w}, {z, v, w},
{u, v, w}, {t, u, v, w}}

c. Yes

Hint: Use mathematical induction. In the inductive step,

you will consider the set of all nonempty subsets

of {2,...,k} and the set of all nonempty subsets of

{2,...,k+ 1}. Any subset of {2,...,k+ 1} either con-

tains k + 1 or does not contain k 4 1. Thus

the sum of all products
of elements of nonempty
subsets of {2, ...,k + 1}

the sum of all products

of elements of nonempty
subsets of {2,...,k+ 1}
that do not contain k + 1

the sum of all products
of elements of nonempty
subsets of {2, ...,k + 1}
that contain k + 1

But any subset of {2, ..., k + 1} that does not contain k + 1
is a subset of {2, ..., k}. And any subset of {2, ...,k + 1}
that contains k + 1 is the union of a subset of {2,...,k}
and {k + 1}.

a. commutative law for N

b. distributive law

¢. commutative law for N

Partial answer:

a. set difference law

b. set difference law

¢. commutative law for N

d. De Morgan’s law

Hint: Remember to use the properties in Theorem 6.2.2

exactly as they are written. For example, the distributive law

does not state that for all sets A, B,and C, (AUB)NC =

(ANC)U(BNCO).

Proof: Let sets A, B, and C be given. Then

(ANBY)UC
=CU(ANB)
=(CUA)N(CUB)
=(AUC)N(BUC)

by the commutative law for U
by the distributive law

by the commutative law for U.

Proof: Suppose A and B are sets. Then

AU(B—-A)
=AU (BNAS by the set difference law
=(AUB)N(AU A ) by the distributive law
=(AUB)NU by the complement law for U
=AUB by the identity law for N.

36.

39.

41.

46.

Proof: Let A, B, and C be any sets. Then
((A°U B°) — A)¢

= ((A°U B) N A°)° by the set difference law

= (A° U B)“ U (A°)° by De Morgan’s law
= ((A)° N (B)°) U (A)° by De Morgan’s law
=(ANB)UA by the double

complement law
=AU(ANB) by the commutative law for U
=A by the absorption law

Partial proof: Let A and B be any sets. Then

(A—B)U(B—A)
= (AN B)YU (BN A by the set difference law
= [(AN B°)UB]IN[(ANB)U A%)]
by the distributive law
= [(BU(ANB9)]IN[A°U (AN BY)]
by the commutative law for U
= [(BUA)N(BUB9)IN[(A°U A)N (A°U B9)]
by the distributive law
= [(AUB)N(BUB)YIN[(AUA)N (A°U B9)]
by the commutative law for U

Hint: The answer is @.
a. Proof: Suppose not. That is, suppose there exist sets A
and B such that A — B and B are not disjoint. [We must
derive a contradiction.] Then (A — B) N B # @, and so
there is an element x in (A — B) N B. By definition
of intersection, x € A — B and x € B, and by defini-
tion of difference, x € A and x ¢ B. Hence x € B and
also x ¢ B, which is a contradiction. Thus the suppo-
sition is false, and we conclude that A — B and B are
disjoint.
b. Let A and B be any sets. Then
(A—B)NB
= (ANB)YNB
= AN(B°NB)
AN (BN B
= ANY
=0

a. AAB=(A—B)U(B—A)={1,2}U{5,6} =
{1,2,5, 6}

by the set difference law
by the associative law for N

by the commutative law for N
by the complement law for N
by the universal bound law for N.

47. Proof: Let A and B be any subsets of a universal set. By def-

inition of A, showing that AAB = BAA is equivalent to
showing that (A —B)U(B — A)=(B - A)U (A — B).
But this follows immediately from the commutative law
for U.



48.

51.

52.
53.

Proof: Let A be any subset of a universal set. Then

AAD

= (A-NHU@-A)
(ANPHYU@NAY)
(ANU)U(A“NY)

by definition of A

by the set difference law

by the complement of U law and
the commutative law for N

= AUY by the identity law for N and the
universal bound law for N
= A. by the identity law for U

Hint: First show that for any sets A and B and for any
element x,

x€AAB & (xeAandx ¢ B)or (x € Bandx ¢ A),
and

x¢ AAB<< (x¢ Aandx ¢ B)or(x € Bandx € A).
Same hint as for exercise 51.

Start of proof : Suppose A and B are any subsets of a univer-
sal set U. By the universal bound law for union, BU U =
U, and so, by the commutative law for union, U U B = U.
Take the intersection of both sides of the equation with A.

Section 6.4

1.

4.

6.

. because 1 is an identity for -

. by the complement law for +

. by the distributive law for + over -
. by the complement law for -

. because 0 is an identity for +

e e T

Proof: For all elements « in B,

a-0 = a-(a-a) by the complement law for -

= (a-a)-a by the associative law for -
= a-a by exercise 48
= i by the complement law for -

a. Proof: 0-1 = 0 because 1 is an identity for-, and 0 +
1 =1+0=1 because + is commutative and 0 is an
identity for +. Thus, by the uniqueness of the comple-
ment law, 0 = 1.

. a. Proof: Suppose 0 and 0 are elements of B both of

which are identities for 4. Then both 0 and 0’ satisfy
the identity, complement, and universal bound laws. [ We
will show that 0 = 0'.] By the identity law for +, for all
a € B,

a+0=ua and a+0 =a.

It follows that

= a+0 = a+0

= a-(a+0) = a-(@+0)

= (a-a)+(@-0) = (a-a)+(a-0)
= (a-a)+0 = (a-a)+0

= 0-0 = 0.0

= 0 = 0

[This is what was to be shown. ]

8.

10.

6.4 Solutions and Hints to Selected Exercises A-57

b. Hint: Suppose 1 and 1" are elements of B both of which
are identities for-. Then for all a € B, by the identity
law for-, a-1 =a and a-1’ = a. It follows that a- 1 =
a-'anda+a-1=a+a-1.Etc.

Proof: Suppose B is a Boolean algebra and a and b are any

elements of B. We first prove that (a-b) + (a + b) = 1.

a-b+(a+b)
= (@+Db)+ (a-b)

by the commutative law for +

((@+b)+a)-(@-+b) +b)
by the distributive law of + over -

(b+a)+a)-@+ & +b))
by the commutative and
associative laws for +

= b+ @+a) @+ b+b)
by the associative and
commutative laws for +
= b+ @+a)-@+1)
by the commutative and
complement laws for +

Il

Il

by the complement and
universal bound laws for +

= (b+1)-1
= 1-1

=1

by the universal bound law for +
by the identity law for -.
Next we prove that (a-b)-(a + b) = 0.
(a-b)-(@+b)
((a-b)-@) + (((a-b)-b)
by the distributive law of - over +
= ((b-a)-@) + ((a-(b-b))
by the commutative and associative laws for -
(b-(a-a)) + (a-0)
by the associative and complement laws for -

= (b-0)+0

by the complement and universal bound laws for -

Il

I

=0+0
=0 by the identity law for +.

by the universal bound law for -

Because both (a-b)+ @+b)=1 and (a-b)-(@+b) =
0, it follows, by the uniqueness of the complement law, that
a-b=a+b.

Hint: One way to prove the statement is to use the result of
exercise 3. Some stages in the proof are the following:

y=0@0+x)y=x-+@Ey=z-x+y ==z

because both quantities equals a
by “multiplying” both sides by a
by the distributive law

by the universal bound law for -
by the complement law for -

by the universal bound law for -
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11. a. (i) Because S has only two distinct elements, 0 and 1, we
only need to check that 0 + 1 = 1 4 0. But this is true

because both sums equal 1.
(v) Partial answer:

0+@©0-0)=0+0=0and (04+0)-(0+0) =0-0= 0 also
04+@0-1)=0+0=0and (0+0)-(0+1) =0-1=0also
0+(1-0)=0+0=0and (0+1)-(04+0)=1-0=0also
0+(1-1)=0+1=1and 04+1)-(0+1)=1-1=1also

12.

13.

14.

17.

20.

21.

b. Hint: Verify that 0+ x = x and that 1-x = x for all
xes.

Hints: (1) Because the proofs of the absorption laws do not
use the associative laws, the absorption laws may be used
at any stage of the derivation.

(2) Show that forall x, y,andzin B, x (x + (y +2))-x =
xand (x +y)+2)-x =x.

(3) Show that for all @, b, and ¢ in B, both a 4 (b + ¢) and
(a +Db)+cequal ((a+b)+c)-(a+ (b+c)).

(4) Use De Morgan’s laws and the double complement law
to deduce the associative law for-.

The sentence is not a statement because it is neither true
nor false. If the sentence were true, then because it declares
itself to be false, the sentence would be false. Therefore, the
sentence is not true. On the other hand, if the sentence were
false, then it would be false that “This sentence is false,”
and so the sentence would be true. Consequently, the sen-
tence is not false.

This sentence is a statement because it is true. Recall that
the only way for an if-then statement to be false is for the
hypothesis to be true and the conclusion false. In this case
the hypothesis is not true. So regardless of what the con-
clusion states, the sentence is true. (This is an example of a
statement that is vacuously true, or true by default.)

This sentence is not a statement because it is neither true
nor false. If the sentence were true, then either the sentence
is false or 1 + 1 = 3. But 1 4+ 1 # 3, and so the sentence is
false. Therefore, the sentence is not true. On the other hand,
if the sentence were false, then it would be true that “This
sentence is false or 1 + 1 = 3,” and so the sentence would
be true. Consequently, the sentence is not false.

Hint: Suppose that apart from statement (ii), all of Nixon’s
other assertions about Watergate are evenly split between
true and false.

No. Suppose there were a computer program P that had
as output a list of all computer programs that do not list
themselves in their output. If P lists itself as output, then
it would be on the output list of P, which consists of all
computer programs that do not list themselves in their out-
put. Hence P would not list itself as output. But if P does
not list itself as output, then P would be a member of the
list of all computer programs that do not list themselves in
their output, and this list is exactly the output of P. Hence
P would list itself as output. This analysis shows that the
assumption of the existence of such a program P is contra-
dictory, and so no such program exists.

25. Hint: Show that any algorithm that solves the printing prob-
lem can be adapted to produce an algorithm that solves the
halting problem.

Section 7.1

1. a. domain of f = {1, 3, 5}, co-domain of f = {s, t, u, v}
b. f(1)=v, f3) =s,f(5)=v
c. range of f = {s, v}
d. yes, no
e. inverse image of s = {3}, inverse image of u =,
inverse image of v = {1, 5}
f. {(1,v), (3,s), (5, v)}

3. a. True. The definition of function says that for any input
there is one and only one output, so if two inputs are
equal, their outputs must also be equal.

¢. True. The definition of function does not prohibit this
occurrence.

4. a. There are four functions from X to ¥ as shown below.
X Y X Y
“- ><
X Y X 4

»

~ 2

®
P TP oD oD T O

10.

11.

12.

=3

. Iz(e) = e
NACHETS

. The sequence is given by the function f: Z"""¢ — R

defined by the rule
L .
f(n) = 1 for all nonnegative integers n.
n

. 1 [because there is an odd number of elements in {1, 3, 4}]
. 0 [because there is an even number of elements in {2, 3}]

. FO)=(0*+2-04+4)mod5=4mod5 =4

. F(D) =12 +2-14+4) mod5=7Tmod5 =2

: S(lr=1
.S =1+17=18

b. S(15) =14+34+5+15=24

(1) ={1} b TUS5)={1,3;5,15}

. T(7) = (1,17}

. F(4,4)=(2-4+1,3-4-2) = (9, 10)

. F2,)=02-2+1,3-1-2)=(5,1)

.G, 4 =(2-4+1)mod5, (3-4—2)mod5) =

(9 mod 5, 10 mod 5) = (4, 0)

. G2, 1) =(2-2+1)mod5, (3-1—=2)mod5) =

(5mod 5, 1 mod 5) = (0, 1)



13.

15.

17.
18.

19.

21.

22.

23.

25.
26.

27.

28.

29.

x S(x) gx)

0 4> mod5 =1 (0*4+3-0+1)mod5 =1
1 52 mod5 =0 (174314 1D)mod5=0
2 6> mod 5 = 1 (224324 1) mod5 =1
3 7> mod 5 = 4 (32 +3.34+1D)mod5=4

4 82 mod 5 =4 4> +3-4+1)mod5=4

The table shows that f(x) = g(x) for all x in Js. Thus, by
definition of equality of functions, f = g.
F -G and G - F are equal because for all real numbers x,
(F-G)(x) = F(x)-G(x) by definition of F -G
= G(x)-F(x) by the commutative law for
multiplication of real numbers
by definition of G - F.

=(G-F)(x)

a.2’=8 ¢ 4 =4

a. log, 81 = 4 because 3* = 81

1

27

Let b be any positive real number with b # 1. Since b' = b,
by definition of logarithm, log, b = 1.

c. log, (%) = —3 because 37 =

Proof: Suppose b and u are any positive real numbers. [ We
must show that log

: 1
Sh (;) = —log,(u).] Let v =log, <;)

By definition of logarithm, b" = 1

e Multiplying both sides
by u and dividing by b" gives u = b~", and thus, by defini-
tion of logarithm, —v = log, (). Now multiply both sides
of this equation by —1 to obtain v = — log, («t). Therefore,
log, (%) = —log, (1) because both expressions equal v.
[This is what was to be shown.]

Hint: Use a proof by contradiction. Suppose log; 7 is ratio-
nal. Then log; 7 = % for some integers @ and b with b # 0.
Apply the definition of logarithm to rewrite logy 7 = % in
exponential form.

Suppose b and y are positive real numbers with log, y = 3.
By definition of logarithm, this implies that 5> = y. Then

= b anly O
= TE(yY \b/

b
Thus, by definition of logarithm (with base 1/b),
log, ,(y) = —=3.
a. pi(2,y) =2, pi(5, x)=>5,range of p; ={2,3,5}
a. mod(67, 10) = 7 and div(67, 10) = 6 since 67 =
10-6 + 7.
flaba) =0  [because there are no b's to the left
of the left-most a in aba]
f(bbab) =2  [because there are two b's 1o the left
of the left-most a in bbab]
Fb)y=0
l'ange Of f — Znonneg
a. £(0110) =000111111000 and
D(111111000111) = 1101

a. H(10101,00011) =3

[because the string b contains no a’s|

30.

32.

33.

35.

38.

40.

41.

45.

7.1 Solutions and Hints to Selected Exercises A-59

a. Domain of /' Co-domain of f
> ‘
B
i .

a. f(LLD)=@-14+3-14+2-1)mod2=9 mod?2 =1
f0,0,1)=4-04+3-04+2-1)mod2=2mod?2 =0
If g were well defined, then g(1/2) = g(2/4) because
1/2 =2/4. However, g(1/2) =1 —-2=—1and g(2/4) =
2 —4= -2 Since —1 # =2, g(1/2) # g(2/4). Thus g is
not well defined.
Student B is correct. If R were well defined, then R(3)
would have a uniquely determined value. However, on the
one hand, R(3) = 2 because (3-2) mod 5 = 1, and, on the
other hand, R(3) =7 because (3-7) mod 5 = 1. Hence
R(3) does not have a uniquely determined value, and so
R is not well defined.

a.
>\<\
b. f(A)={v}, [f(X)={ v}, f(C)=/{c},
D =lab), [FUEY=0 f'(F)=
{a,b,c} =X
Partial answer: (a) y € F(A)ory € F(B), (b) some,
(¢c) AUB, (d) F(AUB)
The statement is true. Proof: Let F be a function from X to

Y,and suppose A € X, B € X,and A C B.Lety € F(A).
[We must show that y € F(B).] Then, by definition of image
of a set, y = F(x) for some x € A. Since A C B, x € B,
and so y = F'(x) for some x € B.Hence y € F(B) [as was
to be shown].

. The statement is false. Counterexample: Let X = {I, 2, 3},

let Y = {a, b}, and define a function F: X — Y by the
arrow diagram shown below.

F
—a

Let A={l1,2}and B ={l, 3}. Then F(A)={a, b} = F(B),
and so F(A)N F(B)={a,b}.But F(ANB)=F({l}) =
{a}) # {a,b}. Andso F(A) N F(B) £ F(AN B).

(This is just one of many possible counterexamples.)

The statement is true. Proof: Let F be a function from a set
Xtoaset Y, and suppose C C Y, D C Y,and C C D. [We
must show that F~'(C) € F~'(D).] Suppose x € F~'(C).
Then F(x) € C. Since C € D, F(x) € D also. Hence by
definition of inverse image, x € F~'(D). [So F~'(C) C
F=1(D).]
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46. Hint: x € F-'(CUD) & F(x) e CUD & F(x) € Cor

Sl

52.

33.

F(x)e D

a. ¢(15) =8 [because 1,2,4,7,8,11,13, and 14
have no common factors with 15 other
than 1]

b. p(2) =1 [because the only positive integer less
than or equal to 2 having no common fac-
tors with 2 other than 1 is 1]

c. p(5) =4 [because 1,2, 3, and 4 have no common

factors with 5 other than 1]
Proof: Let p be any prime number and n any integer with
n > 1. There are p"~! positive integers less than or equal
to p" that have a common factor other than £1 with p",
namely p,2p,3p, ..., (p"~")p. Hence, by the difference
rule, there are p" — p"~! positive integers less than or equal
to p" that have no common factor with p" except 1.

Hint: Use the result of exercise 52 with p = 2.

Section 7.2

1.
2.
3

The second statement is the contrapositive of the first.

a. most b. least

Hint: One counterexample is given and explained below.
Give a different counterexample and accompany it with
an explanation. Counterexample: Consider the function
defined by the following arrow diagram:

/

Emsan <

Observe that a is sent to exactly one element of Y, namely,
u, and b is also sent to exactly one element of Y, namely,
u also. So it is true that every element of X is sent to
exactly one element of Y. But f is not one-to-one because

f(a) = f(b) buta # b. [Note that to say, “Every element of
X is sent to exactly one element of Y " is just another way of

saying that in the arrow diagram for the function there is only
one arrow coming out of each element of X. But this statement
is part of the definition of any function, not just of a one-to-one

function.]
. Hint: The statement is true.
. Hint: One of the incorrect ways is (b).
. a. f is not one-to-one because f(1) =4 = f(9) and 1 #

9. f is not onto because f(x) # 3 for any x in X.

b. g is one-to-one because g(1) # g(5), g(1) # g(9), and
g(5) # g(9). g is onto because each element of Y is the
image of some element of X: 3 = g(5), 4 = g(9), and
7= g(l).

a. I’ is not one-to-one because F(c¢) = x = F(d) and
¢ # d. F is onto because each element of Y is the image
of some element of X:x = F(c) = F(d), y = F(a),
and z = F(b).

9.

10.

11.

13.

14.

15.

a. One example of many is the following:

a. (i) [ is one-to-one: Suppose f(n;) = f(ny) for some
integers ny and ny. [We must show that ny = n,.] By
definition of f, 2n; = 2n,, and dividing both sides
by 2 gives n; = n,, as was to be shown.

(ii) f is not onto: Consider 1 € Z. We claim that 1 #
[ (n), for any integer n, because if there were an
integer n such that 1 = f(n), then, by definition
of f, 1 =2n. Dividing both sides by 2 would give
n = 1/2. But 1/2 is not an integer. Hence 1 # f(n)
for any integer 1, and so f is not onto.

b. h is onto: Suppose m € 2Z. [We must show that there

exists an integer n such that h(n) = m.] Since m € 27,

m = 2k for some integer k. Let n = k. Then h(n) =

2n = 2k = m. Hence there exists an integer (namely, 1)

such that 4#(n) = m. This is what was to be shown.

Hints: a. (i) g is one-to-one (ii) g is not onto

b. G is onto. Proof: Suppose y is any element of R.

[We must show that there is an element x in R such that

G(x) = y. What would x be if it exists? Scratch work
shows that x would have to equal (y + 5) /4. The proof must
then show that x has the necessary properties.] Let x =
(y+5)/4. Then (1) x € R, and (2) G(x) = G((y +

5)/4) =4[(y+5)/4]-5=(y+5 —5=y [as was

to be shown].

a. (i) H is not one-to-one: H(1) =1 = H(—1) but

1 #—1.

(ii) H is not onto: H(x) # —1 for any real number x

(since no real numbers have negative squares).

The “proof” claims that f is one-to-one because for each
integer n there is only one possible value for f(n). But to
say that for each integer n there is only one possible value
for f(n) is just another way of saying that f satisfies one
of the conditions necessary for it to be a function. To show
that f is one-to-one, one must show that any integer n has a
different function value from that of the integer m whenever
n#m.

[ is one-to-one. Proof: Suppose f(x;) = f(x2) where x;
and x, are nonzero real numbers. [We must show that x; =
x5.] By definition of f,

X1+ 1 Xy + 1

X1 X2

cross-multiplying gives
X1Xy + X = x1X2 + X1,
and so
Xi=X3 by subtracting x| x2 from
both sides

[This is what was to be shown. ]



16.

19.

20.

21.

23.

24.

26.

217.
28.

f is not one-to-one. Note that
X1 X2
241 B2+

2
= xNx; +x = xlez + x;

= x1x22 —xzx,2 = X3 — X
= x1x2(x2 — x1) = x2 — X

= X] =X Or X1x; = 1.

Thus for a counterexample take any x; and x, with x; #
X, but x;x, = 1. For instance, take x; =2 and x, = 1/2.
Then f(x1)= f(2)=2/5 and f(x2) = f(1/2) =2/5,

but 2 # 1/2.
a. Note that because ‘%2072 = 59614581.7 and

417302072 — 7-59614581 = 5, h(417-30-2072) = 5.
But position 5 is already occupied, so the next position
is checked. It is free, and thus the record is placed in
position 6.

Recall that |x] = that unique integer n such thatn < x <

n+ 1.

a. Floor is not one-to-one:

Floor(0) = 0 = Floor (1/2) but 0 # 1/2.

b. Floor is onto: Suppose m € Z. [We must show that there
exists a real number y such that Floor(y) =m.]Let y =m.
Then Floor(y) = Floor(m) = m since m is an integer.
(Actually, Floor takes the value m for all real numbers in
the interval m < x < m + 1.) Hence there exists a real
number y such that Floor(y) = m. This is what was to
be shown.

a. [ is not one-to-one: 1(0) =1(1) = 1 but 1 #0.
b. [ is onto: Suppose n is a nonnegative integer. [We must
show that there exists a string s in S such that l(s) = n.] Let
5= {e (the null string) ifn =0
00...0 ifn>0
——
n0’s
Then I(s) = the length of s = n. This is what was to be
shown.
a. F is not one-to-one: Let A = {a} and B = {b}. Then

F(A)=F(B)=1but A # B.
b. N is not onto: The number —1 is in Z but N(s) # —1

for any string s in S because no string has a negative
number of a’s.

S is not one-to-one. Counterexample: S(6) =142+ 3 +
6=12 and S(11) =1+ 11=12. So §(6) = S(11) but
6 #11.

S is not onto. Counterexample: In order for there to be a
positive integer n such that S(n) =5, n would have to
be less than 5. But S(1) =1, S(Q2) =3, S3) =4, and
S(4) = 7. Hence there is no positive integer n such that
S(n) =5.

Hint: a. T is not one-to-one. b. T is not onto.

a. G is one-to-one. Proof: Suppose (x, y;) and (x,, y,) are
any elements of R x R such that G(xy, y;) = G(x2, y2).
[We must show that (x), y1) = (x2, ¥2).] Then, by defini-
tion of G, (2y;, —x1) = (2y2, —x,), and, by definition
of ordered pair,

7.2 Solutions and Hints to Selected Exercises A-61

2y1 = 2y2 and —X| = —X].

Dividing both sides of the left equation by 2 and both
sides of the right equation by —1 gives that

Y=y and X =Xz,

and so, by definition of ordered pair, (x;, y;) = (x2, y2)
[as was to be shown].

b. G is onto. Proof: Suppose (u,v) is any element of
R x R. [We must show that there is an element (x,y)
in RxR such that G(x,y)= (u,v).] Let (x,y) =
(—=v,u/2). Then (1) (x,y) e R x Rand (2) G(x, y) =
Qy, —x) = 2w/2), —(=v)) = (4, v) [as was to be
shown.]

31. a. Hint: F is one-to-one. Use the unique factorization of

integers theorem in the proof.

32. a. Let x=1logg27 and y=log,3. [The question is: Is

x =y?] By definition of logarithm, both of these equa-
tions can be written in exponential form as

8" =27 and 2’ =3.
Now 8 = 23. So
8" = (%) = 2%,
Also 27 = 3% and 3 = 2*. So
27 =3 = (2)" =2,

Hence, since 8 = 27,

2% =2%,
By (7.2.5), then,
3x =3y,
and so
x=y.

But x = logg 27 and y = log, 3, and so logg27 =y =
log, 3 and the answer to the question is yes.

33. Proof: Suppose that b, x, and y are positive real numbers

and b # 1. Let u = log,(x) and v = log,(y). By defini-
tion of logarithm, b* = x and b’ = y. By substitution, ;—‘ =
B = b [by (1.2.3) and the fact that b = 75 ]. Translat-

ing % = b"7" into logarithmic form gives log, (i) =u-

v, and so, by substitution, log, (i) = log, (x) — log,(y)
[as was to be shown].

35. Start of Proof: Suppose a, b, and x are [particular but arbi-

trarily chosen] real numbers such that b and x are positive
and b # 1. [We must show that log,(x®) = a log,x.] Let

r = log,(x") and s = log,, x.

36. No. Counterexample: Define f: R — R and g: R — R as

follows: f(x) =x and g(x) = —x for all real numbers
x. Then f and g are both one-to-one [because for all
real number x| and x,, if f(x;) = f(xy) then x| = x,, and
if g(x1) = g(x2) then —x| = —x; and so x| = x, also], but
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38.

40.

42.

44.

45.

46.

47.

50.

[ + g is not one-to-one [because f + g satisfies the equa-
tion (f + g)(x) = x + (—x) = 0 for all real numbers x, and
so, for instance, (f + g)(1) = (f + g)(2) but 1 # 2].

Yes. Proof: Let b be a one-to-one function from R to R,
and let ¢ be any nonzero real number. Suppose (cf)(x;) =
(¢f)(x2). [We must show that x| = x,.] It follows by def-
inition of ¢f that ¢f (x)) = ¢f (x). Since ¢ # 0, we may
divide both sides of the equation by ¢ to obtain f(x;) =
f(x2). But since f is one-to-one, this implies that x; = x,
[as was to be shown].

a. Hint: The assumption that F is one-to-one is needed
in the proof that F~'(F(A)) € A.If F(r) € F(A), the
definition of image of a set implies that there is an
element x in A such that F(r) = F(x).

b. Hint: The assumption that F is one-to-one is needed
in the proof that F(A;) N F(Ay) € F(A; N Ay). Ifu e
F(A)) and u € F(A,), then the definition of image of
a set implies that there are elements x; in A} and x in
As such that F(x;) = u and F(x,) = u and, thus, that
F(xi) = F(x).

F—l

The function is not onto. Hence it is not a one-to-one cor-
respondence.

The answer to exercise 10(b) shows that / is onto. To show
that /1 is one-to-one, suppose h(n;) = h(n,). By definition
of h, this implies that 2n, = 2n,. Dividing both sides by 2
gives n| = n,. Hence & is one-to-one.
Given any even integer m, if m = h(n), then by definition
of h,m = 2n, and son = m/2. Thus

h~'(m) = %1 for all m € 27Z.

The function g is not a one-to-one correspondence because
it is not onto. For instance, if m = 2, it is impossible to
find an integer n such that g(n) = m. (This is because if
g(n) = m, then 4n — 5 = 2, which implies that n = 7/4.
Thus the only number n with the property that g(n) = m is
7/4. But 7/4 is not an integer.)

The answer to exercise 11b shows that G is onto. In addi-
tion, G is one-to-one. To prove this, suppose G(x;) =
G (x) for some x; and x; in R. [We must show that x; = x,.]
By definition of G, 4x; —5 =4x, —5. Add 5 to both
sides of this equation and divide both sides by 4 to obtain
X1 = X [as was to be shown]. We claim that G~'(y) =
(y 4+ 5)/4. By definition of inverse function, this is true
if, and only if, G((y +5)/4) =y. But G((y +5)/4) =
4((y +5)/4) —5=(y+5) —5 =y, soitis the case that
G'(y) = (v +5)/4.

The function is not one-to-one. Hence it is not a one-to-one
correspondence.

52.

53.
57.

58.

The answer to exercise 15 shows that f is one-to-one, and
if the co-domain is taken to be the set of all real numbers
not equal to 1, then f is also onto. [The reason is that given

any real number 'y # 1, if we take x = ﬁ, then
S
f(.r)=f(y1]>=y_: :H—(,;'»l):y.j
o
7 for each real number y # 1.

M ) =

y =
Hint: Is there a real number x such that f(x) = 1?

Hint:Let a function F be given and suppose the
domain of F is represented as a one-dimensional array
all],al2],...,a[n]. Introduce a variable answer whose
initial value is “one-to-one.” The main part of the body of
the algorithm could be written as follows:

while (i <n — 1 and answer = “one-to-one”)
ji=i+1
while (j < n and answer = “one-to-one”)
it (F'(ali]) = F(alj]) and ali] # alj])
then answer := “not one-to-one”
j=i+l
end while
i=i+1
end while

What can you say if execution reaches this point?

Hint: Let a function F be given and suppose the domain and
co-domain of F' are represented by the one-dimensional
arrays a[l],a[2],...,a[n] and b[1], b[2],..., b[m],
respectively. Introduce a variable answer whose initial
value is “onto.”” For each b[i] from i =1 to m, make
a search through a[l],a[2],...,a[n] to check whether
bli] = F(a[j]) for some a[j]. Introduce a Boolean vari-
able to indicate whether a search has been successful. (Set
the variable equal to 0 before the start of each search, and
let it have the value 1 if the search is successful.) At the end
of each search, check the value of the Boolean variable. If
it is 0, then F is not onto. If all searches are successful,
then F is onto.

Section 7.3

1.

gof is defined as follows:

(go N =g(f()=¢gB) =1,

(gof)(3) = g(f(3) =g@B) =5,

(gof)(5) = g(f(5) =g(l) =3.
fog is defined as follows:

(fo)(l) = f(g(1)) = f(3) =3,

(fo)(3) = f(gB) =/ B)=1,

(fog)(5) = f(g(5) = f(1) =5.

Then gof # fog because, for example, (gof)(l) #
(fog)(1).



3.

12.

13.

15.
16.

(GoF)(x) =G(F(x) =Gk =x>—1 for all real
numbers x.

(FoG)(x) = F(G(x)) = F(x — 1) = (x — 1)? for all real
numbers x.

GoF # F oG because, for instance, (Go F)(2) =

23 — 1 =7, whereas (FoG)(2) = (2 — 1)* = 1.

. (GoF)(0) =G(F(0)=G(7.0)=G(0)=0mod5=0

(Go () =G(F(1)=G(T1.1)=G(T)=Tmod5 =2
(GoF)2)=G(F(2)=G(12)=G(4) = 14mod5 =4
(GoF)3)=G(F(3)=G(73)=G2l)=21lmod5 =1
(GoF)Y4) =G(F4)=G(74) =G28) =28mod5 =3
a. (LoM)(12) = L(M(12)) = L(12 mod 5) = L(2)
=2 =4
(MoL)(12) = M(L(12)) = M(12%) = M(144)
=144 mod 5 =4
(LoM)(9) = L(M(9)) = L(9 mod5) = L(4)

=4 =16
(MoL)(9) = M(L(9)) = M(9*) = M(81)
=81l mod5 =1

. (F'oF)(x) = FY(F(x)) = F'(3x +2)

Bx+2)—2 3x Ie(0)
R e R B X
3 3 K
forall x in R. Hence F~'o F = Iy by definition of equality
of functions.

) — 2
(FoF)Y(y)=F(F '(y)=F (’T)

—2
=3<yT)+2=(y—2)+2

=y =R

forall y in R. Hence F o F~! = I by definition of equality
of functions.

a. By definition of logarithm with base b, for each real
number x, log, (b*) is the exponent to which b must
be raised to obtain »*. But this exponent is just x. So
log, (b*) = x.

Hint: Suppose f is any function from a set X to a set Y,
and show that for all x in X, (Iyof)(x) = f(x).
a. S = Sy

No. Counterexample: Define f and g by the arrow dia-
grams below.

18.

19.

21.

23.

26.
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Then gof is one-to-one but g is not one-to-one. (So it is
false that both f and g are one-to-one by De Morgan’s
law!) (This is one counterexample among many. Can you
construct a different one?)

Hint: Suppose f: X — Y and g: Y — Z are functions and
go [ is one-to-one. Given x; and x; in X, if f(x)) = f(x2)
then (gof)(x;) = (gof)(xz). (Why?) Then use the fact
that go f is one-to-one.

Hint: Suppose f: X — Y and g: Y — Z are functions and
gof is onto. Given z € Z, there is an element x in X such
that (gof)(x) = z. (Why?) Let y = f(x). Then g(y) = z.
True. Proof: Suppose X is any set and f, g, and & are func-
tions from X to X such that & is one-to-one and hof =
hog. [We must show that for all x in X, f(x) = g(x).] Sup-
pose x is any element in X. Because hof = hog, we
have that (h o f)(x) = (hog)(x) by definition of equality of
functions. Then, by definition of composition of functions,
h(f(x) = h(g(x)). But since h is one-to-one, this implies
that f(x) = g(x) [as was to be shown].

. gof z Z (gop! il
— —
iFisss s s =]
| == <]
V4 g Y Y £ X
— —
= ——
— 1
Z f*log-l X
T —a
e ]
[ —

The functions (gof) ! and f~'og™" are equal.

Hints: (1) Theorems 7.3.3 and 7.3.4 taken together insure
that g o f is one-to-one and onto. (2) Use the inverse func-
tion property: F~'(b) =a & F(a) = b, for all a in the
domain of F and b in the domain of F~'.

Section 7.4

1.

The student should have replied that for A to have the same
cardinality as B means that there is a function from A to B
that is one-to-one and onto. A set cannot have the property
of being one-to-one or onto another set; only a function can
have these properties.

. Define a function f: Z* — § as follows: For all positive

integers k, f (k) = k.
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f is one-to-one: [We must show that for all ky, ko € Z*, if
f(ky) = f(ka) then ky = k,.] Suppose k; and k, are positive

integers and f (k) = f(k,). By definition of f, (k;)* =(k2)?,
50 ky = +k,. But k; and k, are positive. Hence k; = k.

[ is onto: [We must show that for all n € S, there exists

k € Z7 such that n = f(k).] Suppose n € S. By definition

of S, n = k> for some positive integer k. But then by defi-

nition of f, n = f (k).

Since there is a one-to-one, onto function (namely, f) from

7" to S, the two sets have the same cardinality.

. Define f: Z — 3Z by therule f(n) = 3n for all integers n.

The function f is one-to-one because for any integers 7
and n,, if f(n)) = f(n,) then 3n; = 3n, and so n; = n,.
Also f is onto because if m is any element in 3Z, then m =
3k for some integer k. But then f (k) = 3k = m by defini-
tion of f. Thus, since there is a function f: Z — 3Z that is
one-to-one and onto, Z has the same cardinality as 37Z.

. Hint: If m € 27, show that J (m) = J(m + 1) = m.

7. b. For each positive integer n, F'(n) = (=1)" L%J

10.

11.

13.

. It was shown in Example 7.4.2 that Z is countably infi-

nite, which means that Z* has the same cardinality as Z.
By exercise 3, Z has the same cardinality as 3Z. It follows
by the transitive property of cardinality (Theorem 7.4.1 (c))
that Z has the same cardinality as 3Z. Thus 3Z is count-
ably infinite /by definition of countably infinite], and hence
37 is countable [by definition of countable].

Proof: Define f: S — U by the rule f(x) = 2x for all real
numbers x in S. Then f is one-to-one by the same argu-
ment as in exercise 10a of Section 7.2 with R in place of
Z. Furthermore, f is onto because if y is any element in U,
then 0 <y <2 and so 0 < y/2 < 1. Consequently, y/2 €
Sand f(y/2) = 2(y/2) = y. Hence f is a one-to-one cor-
respondence, and so S and U have the same cardinality.
Hint: Define h: S — V as follows: h(x) = 3x + 2, for all
%1€ 150

YA

y=tan (’n’x—g)

=V

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

It is clear from the graph that f is one-to-one (since it is
increasing) and that the image of f is all of R (since the
lines x = 0 and x = 1 are vertical asymptotes). Thus S and
R have the same cardinality.

16.

18.
19.

22.

23.

25.

26.

In Example 7.4.4 it was shown that there is a one-to-one
correspondence from Z* to Q*. This implies that the posi-
tive rational numbers can be written as an infinite sequence:
I, ¥2, 13, I'4, - . .. Now the set Q of all rational numbers con-
sists of the numbers in this sequence together with 0 and
the negative rational numbers: —r, —ry, —r3, —ry, .... Let
ro = 0. Then the elements of the set of all rational numbers
can be “counted” as follows:

T, 'ty =11 12y =2, 13, =13, T4y —Fy4,eee
In other words, we can define a one-to-one correspondence

if n is even

i is odd for all integers n > 1.

G(n) = {""/2

—Tn-1)/2
Therefore, Q is countably infinite and hence countable.
Hint: No.

Hint: Suppose r and s are real numbers with s > r > 0.

Let n be an integer such that n > £ Then s —r > \’/—75

nr

Let m = Lﬁj + 1. Then m > % > m— 1. Use the
\/3)72 <s

Hint: Use the unique factorization of integers theorem
(Theorem 4.3.5) and Theorem 7.4.3.

a. Define a function G: Z"""¢¢ — 7" x 7" as fol-
lows: Let G(0) = (0, 0), and then follow the arrows in
the diagram, letting each successive ordered pair of inte-
gers be the value of G for the next successive inte-
ger. Thus, for instance, G(1) = (1,0), G(2) = (0, 1),
G3)=(2,0, G@ =(,1), G5)=1(0,2), G6) =
(3,0), G(7) = (2, 1), G(8) = (1, 2), and so forth.

b. Hint: Observe that if the top ordered pair of any given
diagonal is (k, 0), the entire diagonal (moving from top
to bottom) consists of (k,0), (k —1,1), (k—2,2),...,
2,k—2),(1,k—1),(0,k). Thus for all the ordered
pairs (m,n) within any given diagonal, the value of
m + n is constant, and as you move down the ordered
pairs in the diagonal, starting at the top, the value of the
second element of the pair keeps increasing by 1.

fact that s = r + (s — r) to show that r <

Hint: There are at least two different approaches to this
problem. One is to use the method discussed in Section 4.2.
Another is to suppose that 1.999999... < 2 and derive
a contradiction. (Show that the difference between 2 and
1.999999. .. can be made smaller than any given positive
number.)

Proof: Let A be an infinite set. Construct a countably infi-
nite subset ay, as, as, . .. of A, by letting @, be any element
of A, letting a, be any element of A other than a;, letting a3
be any element of A other than a; or a,, and so forth. This
process never stops (and hence ay, a,, as, ... is an infinite
sequence) because A is an infinite set. More formally,

1. Leta, be any element of A.

2. For each integer n > 2, let a, be any element of A —
.., dp—1}. Such an element exists, for other-
., dy—1} would be empty and A

{ay, as, a3, .
wise A — {ay, a, as, ..
would be finite.



27.

29.

30.

31.

32,

34,

Proof: Suppose A is any countably infinite set, B is any
set, and g: A — B is onto. Since A is countably infi-
nite, there is a one-to-one correspondence f:Z" — A.
Then, in particular, f is onto, and so by Theorem 7.3.4,
gof is an onto function from Z* to B. Define a func-
tion h: B — Z* as follows: Suppose x is any element
of B. Since gof is onto, {m € Z* | (gof)(m) = x} # .
Thus, by the well-ordering principle for the integers, this
set has a least element. In other words, there is a least
positive integer n with (gof)(n) = x. Let h(x) be this
integer.

We claim that & is a one-to-one. For suppose h(x;) =
h(x,) = n. By definition of &, n is the least positive inte-
ger with (gof)(n) = x;. But also by definition of 7, n
is the least positive integer with (gof)(n) = x,. Hence
X1 = (gof)(n) = x,.

Thus £ is a one-to-one correspondence between B and a
subset S of positive integers (the range of /). Since any
subset of a countable set is countable (Theorem 7.4.3), S
is countable, and so there is a one-to-one correspondence
between B and a countable set. Hence, by the transitive
property of cardinality, B is countable.

Hint: Suppose A and B are any two countably infinite sets.
Then there are one-to-one correspondences f : Z© — A
andg: Z" — B.

Case 1 (AN B = ¢): In this case define h :
as follows: For all integers n > 1,

7" — AUB

if n is even
if n is odd.

fn/2)

MY e+ 1/2)

Show that /1 is one-to-one and onto.

Case 2 (AN B ¢ ): In this case let C = B — A. Then
AUB =AUCand ANC = . 1If C is countably infinite,
use the result of case 1 to complete the proof. If C is finite,
use the result of exercise 28 to complete the proof.

Hint: Use proof by contradiction and the fact that the set of
all real numbers is uncountable.

Hint: Consider the following cases: (1) A and B are both
finite, (2) at least one of A or B is infinite and A N B = 4,
(3) at least one of A or B is infinite and A N B # (. In case
3 use the factthat AUB = (A—B)U(B—-A)U(ANB)
and that the sets (A — B), (B — A), and (A N B) are mutu-
ally disjoint.

Hint: Use the one-to-one correspondence F: Z*' — Z of
Example 7.4.2 to define a function G: Z" x Z+ — Z x 7
by the formula G(m,n) = (F(m), F(n)). Show that G is
a one-to-one correspondence, and use the result of exercise
22 and the transitive property of cardinality.

Hint for Solution 1:Define a function f: 2(S) — T as
follows: For each subset A of S, let f(A)= x4, the
characteristic function of A, where x,: S — {0, 1} is
defined by the rule

1 ifxeA

Xalx) = 0 ifxg;Aforall.x‘ES.

35.

37.
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Show that f is one-to-one (for all A, A; C S, if x4, =
Xa, then A; = A,) and that f is onto (given any function
g: S — {0, 1}, there is a subset A of S such that g = x,).
Hint for Solution 2: Define H: T — 22(S) by letting
H(f)={x eS| f(x)=1}. Show that H is a one-to-one
correspondence?

Partial proof (by contradiction): Suppose not. Suppose
there is a one-to-one, onto function f: § — 22(S). Let

A={xeS|x¢ fO).

Then A € 2(S) and since f is onto, there is a z € S such

that A = f(z). [Now derive a contradiction!]

Hint: Since A and B are countable, their elements can be

listed as
Aray,ay,a3,... and B: by, by, bs, ...

Represent the elements of A x B in a grid:

(ay, by) (ay, bs) (@, b3) ...
(as, by) (as, by) (ay, bsy) ...
(az, by) (az, by)

(as, b3) ...

Now use a counting method similar to that of Exam-
ple 7.4.4.

Section 8.1

1.

2

a. 0 £ 0because 0 —0=0=2-0,s02|(0—0).

5 K 2 because 5 — 2 = 3 and 3 5 2k for any integer k

s02 ) (5—2).

(6,6) € E because 6 —6 =0=2-0,502] (6 — 6).

(=1,7) € E because —1—-7=-8=2-(—4), so

21(=1-=17).
Hint: To show a statement of the form p < (g Vv r), you
need to show p — (¢ vr) and (g Vr) — p. To show
a statement of the form p — (¢ v r), you can show
(p A ~q) — r (since these two statement forms are log-
ically equivalent). To show a statement of the form
(g vVr)— p, you can show (¢ — p) A (r — p) (since
these two statement forms are logically equivalent). In this
case, suppose m and n are any integers, and let p be “m — n
is even,” let ¢ be “m and n are both even,” and let r be
“m — niseven,’ let ¢ be “m and n are both even,” and let r
be “m and n are both odd.”

.a. 107 1 because 10— 1=9=3-3,503|(10—1).

1 710 because | — 10 = -9 =3-(=3),s03| (1 — 10).
2T 2because2 —2=0=3-0,s03|(2—2).
8 7' 1 because 8 — 1 =7 # 3k, for any integer k. So
3/(@—1).

b. One possible answer: 3,6,9, =3, —6

e. Hint: All integers of the form 3k + 1, for some integer
k, are related by 7" to 1.
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4. a. Yes, because 15 and 25 are both divisible by 5, which is Yy
prime. G
b. No, because 22 and 27 have no common prime factor.
5. a. Yes, because both {a, b} and {b, ¢} have two elements. S eonsists of the
6. a. No, because {a} N {c} = 0. points on this line.
7. a. Yes. 1 R(=9) & 5|(1> — (=9)?). But 1> — (=9)* = oy
1 — 81 = —80, and 5|(—80) because —80 = 5-(—16).
8. a. Yes, because both abaa and abba have the same first
two characters ab.
b. No, because the first two characters of aabb are different
from the first two characters of bbaa.
9, a. Yes, because the sum of the characters in 0121 is 4 and
the sum of the characters in 2200 is also 4. "L
b. No, because the sum of the characters in 1011 is 3
whereas the sum of the characters in 2101 is 4. ‘ o
he shaded region
10. R ={(3,4).(3,5),(3,6), (4,5), (4,6), (5,6)} . iSRUS. The Icine
R = {4,3),(5,3),(6,3), (5,4),(6,4), (6,5)} y =xis included.
12. a. No. If F: X — Y is not onto, then F~' is not defined : > X
on all of Y. In other words, there is an element y in Note that the union of the
Y such that (y, x) ¢ F~' for any x € X. Consequently, “less than” relation, <, and
F~! does not satisfy property (1) of the definition of the “equals” relation, =, is
finction. the “less than or equal to”
relation, =.

13. Q 15.
0 1

The graph of the intersection of R and S is obtained by
finding the set of all points common to both graphs. But
there are no points for which both x < y and x = y. Hence
SQ R NS = ¢ and the graph consists of no points at all.

, . 24. a. 574329 Tak Kurosawa
O :
CF ~ O
O

011985 John Schmidt
16. Hint: See Example 8.1.6.
19. A x B ={(2,6), (2,8), (2, 10), (4, 6), (4, 8), (4, 10)}
R =1{(2,6), (2,8), (2, 10), (4, 8)} 0 1
S ={(2,6), 4,8)}.
RISi= R, RS =8

Section 8.2

1. R[:
a.

21. y
A 4
> v
o /7 2oe— > .
0
,7  The shaded region
; :
+’«— is R. The dashed . ,
o line is not included. b. R, ?S not reﬂexwe: 2 B2
W . c. R;is not symmetric: 2 Ry 3 but 3 R, 2.
o ' d. R, is not transitive: 1 R, 0and 0 R; 3 but 1 R, 3.
7
,’ 3. R3:
,,’ a Qe ol
4
7
7
7
‘/

S



b. R; is not reflexive: (0,0) ¢ R3

¢. R; is symmetric. (If R; were not symmetric, there
would be elements x and y in A = {0, 1, 2, 3} such that
(x,y) € Rybut (y, x) ¢ Rs.Itis clear by inspection that
no such elements exist.)

d. R; is not transitive: (2,3) € R; and (3,2) € R; but
(2,2) ¢ Rs

6. Ré:

a. ( o |
2 o3

b. Rg is not reflexive: (0, 0) ¢ R¢

¢. Rg is not symmetric: (0, 1) € Rg but (1,0) ¢ Rs.

d. Rg istransitive. (If R were not transitive, there would be
elements x, y, and z in {0, 1, 2, 3} such that (x, y) € Ry
and (y, z) € Re and (x, z) ¢ Re. It is clear by inspection
that no such elements exist.)

9. R is reflexive: R is reflexive « for all real numbers

11.

12.

x,x R x. By definition of R, this means that for all real
numbers x, x > x. In other words, for all real numbers
X,x > x or x = x. But this is true.

R is not symmetric: R is symmetric < for all real numbers
x and y,if x R y then y R x. By definition of R, this means
that for all real numbers x and y, if x > y then y > x. But
this is false. As a counterexample, take x =1 and y = 0.
Then x > y but y # x because 1 > 0but0 ¥ 1.

R is transitive: R is transitive < for all real numbers x, y,
and z, if x R y and y R z then x R z. By definition of R,
this means that for all real numbers x, y and z, if x > y and
y > z then x > z. But this is true by definition of > and
the transitive property of order for the real numbers. (See
Appendix A, T18.)

D is reflexive: For D to be reflexive means that for all real
numbers x, x D x. But by definition of D, this means that
for all real numbers x, xx = x2 > 0, which is true.

D is symmetric: For D to be symmetric means that for all
real numbers x and y, if x D y then y D x. But by defini-
tion of D, this means that for all real numbers x and y, if
xy > 0 then yx > 0, which is true by the commutative law
of multiplication.

D is not transitive: For D to be transitive means that for all
real numbers x, y,and z,if x D y and y D z then x D z. By
definition of D, this means that for all real numbers x, y,
and z, if xy > 0 and yz > O then xz > 0. But this is false:
there exist real numbers x, y, and z such that xy > 0 and
yz > 0 butxz # 0. As a counterexample, letx = 1, y = 0,
and z=—1.Thenx D y and y D z because 1-0 > 0 and
0-(=1) = 0. Butx Jp z because 1-(—1) 2 0.

E is reflexive: [We must show that for all integers m,
m E m.] Suppose m is any integer. Since m —m = 0 and
2|0, we have that 2| (im — m). Consequently, m E m by
definition of E.

15.

18.
20.

23.

8.2 Solutions and Hints to Selected Exercises A-67

E is symmetric: [We must show that for all integers m and n,
ifm E n thenn E m.] Suppose m and n are any integers such
that m E n. By definition of E, this means that 2 | n — n),
and so, by definition of divisibility, m — n = 2k for some
integer k. Now n —m = —(m — n). Hence, by substitu-
tion, n —m = —(2k) = 2(—k). It follows that 2| (n — m)
by definition of divisibility (since —k is an integer), and
thus n E m by definition of E.

E is transitive: [We must show that for all integers m, n and
pifmEnandn E p thenm E p.] Suppose m, n, and p
are any integers such that m E n and n E p. By defini-
tion of E this means that 2| (m — n) and 2| (n — p), and
s0, by definition of divisibility, m — n = 2k for some inte-
ger k and n — p = 2/ for some integer . Now m — p =
(m — n) + (n — p). Hence, by substitution, m — p = 2k +
2l =2(k +1). It follows that 2| (m — p) by definition of
divisibility (since k + { is an integer), and thus m E p by def-
inition of E.

D is reflexive: [We must show that for all positive integers
m,m D m.] Suppose m is any positive integer. Since m =
m- 1, by definition of divisibility m | m. Hence m D m by
definition of D.

D is not symmetric: For D to be symmetric would mean
that for all positive integers m and n, if m D n thenn D m.
By definition of divisibility, this would mean that for all
positive integers m and n, if m |n then n|m. But this is
false. As a counterexample, take m = 2 and n = 4. Then
m | n because 2|4 but n f m because 4 } 2.

D is transitive: To prove transitivity of D, we must show
that for all positive integers m, n, and p, if m D n and
n D p then m D p. By definition of D, this means that
for all positive integers m, n, and p, if m |n and n | p then
m | p. But this is true by Theorem 4.3.3 (the transitivity of
divisbility).

Hint: Q is reflexive, symmetric, and transitive.

Eis reflexive: E is reflexive < for all subsets A of X, A E A.
By definition of E, this means that for all subsets A of X, A
has the same number of elements as A. But this is true.

E is symmetric: E is symmetric < for all subsets A and B
of X, if A E B then B E A. By definition of E, this means
that if A has the same number of elements as B, then B has
the same number of elements as A. But this is true.

E is transitive: E is transitive < for all subsets A, B, and
cof X,if A E B and B E ¢, then A E C. By definition of
E, this means that for all subsets, A, B, and C of X, if A has
the same number of elements as B and B has the number of
elements as C, then A has the same number of elements as
C. But this is true.

S is reflexive: S is reflexive < for all subsets A of X, ASA.
By definition of S, this means that for all subsets A of
X, A C A. But this is true because every set is a subset of
itself.

S is not symmetric: S is symmetric < for all subsets A and
B of X, if ASB then BSA. By definition of S, this means
that for all subsets A and B of X, if A C B then B C A. But
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this is false because X # @ and so there is an element a
in X. As a counterexample, take A = @, and B = {a}. Then

ACBbutB ¢ A

S is transitive: S is transitive < for all subsets A, B, and C
of X, if ASB and BSc, then A S C. By definition of S, this
means that for all subsets A, B, and C of X, if A € B and
B C C then A C C. But this is true by the transitive prop-

erty of subsets (Theorem 6.2.1 (3)).
25

because s has the same first two characters as s.

R is symmetric: Suppose s and ¢ are any strings in A such
that s R t. By definition of R, s has the same first two char-
acters as ¢. It follows that ¢ has the same first two characters

ass,andsot R s.

R is transitive: Suppose s, t, and u, are any strings in A such
that s R ¢ and ¢ R u. By definition of R, s has the same first
two characters as ¢ and ¢ has the same first two characters
as u. It follows that s has the same two characters as «, and

sosRu.

27. lis reflexive: [We must show that for all statements p, p | p.]
Suppose p is a statement. The only way a conditional state-
ment can be false is for its hypothesis to be true and its
conclusion false. Consider the statement p — p. Both the
hypothesis and the conclusion have the same truth value.
Thus it is impossible for p — p to be false, and so p — p

must be true.

I is not symmetric: | is symmetric < for all statements p
and g, if p | g then g | p. By definition of I, this means
that for all statements p and q, if p — g then g — p. But
this false. As a counterexample, let p be the statement “10
is divisible by 4” and let g be “10 is divisible by 2.” Then
p —> q is the statement “If 10 is divisible by 4, then 10
is divisible by 2.” This is true because its hypothesis, p,
is false. On the other hand, g — p is the statement “If 10
is divisible by 2, then 10 is divisible by 4.” This is false
because its hypothesis, g, is true and its conclusion, p, is

false.

lis transitive: [We must show that for all statements p, q, and
r,if plqandqlr then p|r.] Suppose p,q, and r are
statements such that p | ¢ and g | r. By definition of I, this
means that p — g and g — r are both true. By transitivity
of if-then (Example 2.3.6 and exercise 20 of Section 2.3),
we can conclude that p — 7 is true. Hence, by definition of

I, plr.

28. Fis reflexive: F is reflexive < for all elements (x, y) in R
x R, (x, y) F (x, y). By definition of F, this means that for

all elements (x, y) in R x R, x = x. But this is true.

F is symmetric: [We must show that for all elements
(x1,y1) and (x2,y2) in RxR, if (x1,y)F(x2, y2) then
(x2, y2)F(x1, y1).] Suppose (x1,y1) and (x2, ;) are ele-
ments of R x R such that (x,, y;), F(x2, y2). By definition
of F, this means that x; = x,. By symmetry of equality,

X2 = x;. Thus, by definition of F, (x3, y,)F(x;, y1).

F is transitive: [We must show that for all elements
(x1, Y1), (x2, y2) and (x3, y3) in R x R, if (x1, y1)F(x2, y2)
then (xi, y1)F(x3, y3).] Suppose

and (x2, y2)F(x3, y3)

R is reflexive: Suppose s is any string in A. Then s R s

31.

34.

37.

38.
41.

43

45.

(x1, y1)s (x2, y2), and (x3,y3) are elements of R xR
such that (x;, y)F(x2, y2) and (x,, y2)F(x3, y3). By def-
inition of F, this means that x; = x, and x; = x3. By
transitivity of equality, x; = x3. Hence, by definition of
F1 (xl ) )’1)F(x3, )’3)

R is reflexive: R is reflexive < for all people pin A, p R p.
By definition of R, this means that for all people p living
in the world today, p lives within 100 miles of p. But this
is true.

R is symmetric: [We must show that for all people p and q in
A, if p R q then g R p.] Suppose p and g are people in A
such that p R g. By definition of R, this means that p lives
within 100 miles of g. But this implies that g lives within
100 miles of p. So, by definition of R, g R p.

R is not transitive: R is transitive < for all people p, g
and r, if p R g and ¢ R r then p R r. But this is false. As
a counterexample, take p to be an inhabitant of Chicago,
Illinois, ¢ an inhabitant of Kankakee, Illinois, and r an
inhabitant of Champaign, Illinois. Then p R g because
Chicago is less then 100 miles from Kankakee, and g R r
because Kankakee is less than 100 miles from Champaign,
but p R r because Chicago is not less than 100 miles from
Champaign.

Proof: Suppose R is any reflexive relation on a set A. [We
must show that R™" is reflexive. To show this, we must show
that for all x in A, x R~ x.] Given any element x in A, since
R is reflexive, x R x, and by definition of relation, this means
that (x, x) € R. It follows, by definition of the inverse of a
relation, that (x, x) € R~ and so, by definition of relation,
xR~ x [as was to be shown].

a. RN S is reflexive: Suppose R and S are reflexive. [To
show that RN S is reflexive, we must show that ¥x € A,
(x,x) € RN S.] So suppose x € A. Since R is reflexive,
(x,x) € R, and since S is reflexive, (x, x) € S. Thus,
by definition of intersection, (x,x) € RN S [as was to
be shown].

Hint: The answer is yes.

Yes. To prove this we must show that for all x and y in A, if
(x,y) € RU S then (y,x) € RUS. So suppose (x, y)isa
particular but arbitrarily chosen element in R U S. [We must
show that (y, x) € R U S.] By definition of union, (x, y) €
R or (x,y) € S. If (x,y) € R, then (y,x) € R because
R is symmetric. Hence (y,x) € RU S by definition of
union. But also, if (x,y) € S then (y,x) € S because
S is symmetric. Hence (y,x) € RUS by definition of
union. Thus, in either case, (y,x) € RUS [as was to be
shown].

R, is not irreflexive because (0,0) € R,. R; is not asym-
metric because (0,1) € R; and (1,0) € R,. R, is not
intransitive because (0, 1) € R; and (1,0) € R, and

(0,0) € R,.

R; is irreflexive. Rj is not asymmetric because (2, 3) € R;
and (3, 2) € R;. Rj is intransitive.

Ry is irreflexive. Rg is asymmetric. Rg is intransitive (by
default).



51.

54.

R = RU{(0,0), (0,3), (1,0), (3, 1). (3,2), 3, 3),
0,2),(1,2)}
={(0,0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 2),
(1,3),(2,2), (3,0), (3, 1), (3,2)(3, 3)}
Algorithm—Test for Reflexivity
[The input for this algorithm is a binary relation R defined
on a set A, that is represented as the one-dimensional array
al[ll, al2], ..., aln]. To test whether R is reflexive, the variable
answer is initially set equal to “yes,”
A is examined in turn to see whether it is related by R to itself.
If any element is not related to itself by R, then answer is set
equal to “no,” the while loop is not repeated, and processing
terminates. |

Input: n [a positive integer], a[l], a[2], ..., al[n] [a one-
dimensional array representing a set A], R [a subset

of A x A]
Algorithm Body:
i =1, answer := “yes”
while (answer = “yes” and i < n)
if (ali], ali]) ¢ R then answer := “no”
i=i41
end while

Output: answer [a string]

Section 8.3

1.

11.

13.

15.
16.
17.

{
{
{
{
- 19}, Hal, (b}, {c}}. {{a, b}, {a,
[
{4
{
{

a. cRc b. bRa,cRb,eRd c¢. aRc

d. ¢cRc,bRa,cRb,eRd,aRc, cRa

a. R ={(0,0),(0,2), (1,1),(2,0), (2,2), (3,3), (3,4),
(4,3), (4,4)}

0,4}, {1, 3}, {2}

1,5,9,13,17}, {2, 6, 10, 14, 18}, {3, 7, 11, 15, 19},
4,8,12, 16, 20}

)

’

(1,3), 3,9} {(2,4), (-4, =8), (3,6)}, {(1, 5)}

ch {b, cl}, {a, b, c}l)

Ol={xecAl4|(x>=0)}={xecA|4|x*) =
,=2,0,2, 4 [1]1={xc Al4|(x? = 1%} =

X eA|4|(x-~— D} ={-3,-1,1,3}

aaaa, aaab, aaba, aabb}, {abaa, abab, abba, abbb},

{baaa, baab, baba, babb}, {bbaa, bbab, bbba, bbbb)

a. True. 17—-2=15and 5| 15.
a. [7] = [4] = [19], [—4] = [17], [-6] = [27]
a. Proof: Suppose that m and n are integers such that

m = n (mod3). [We must show that m mod 3 = nmod 3.]
By definition of congruence, 3| (m —n), and so by
definition of divisibility, m — n = 3k for some integer
k. Let mmod 3r =. Then m = 3] + r for some inte-
ger [. Since m —n = 3k, then by substitution, (3/ +
r) —n = 3k, or, equivalently, n = 3(/ — k) + r. Since
[ —k is an integer and 0 < r < 3, it follows, by def-
inition of mod, that nmod 3 = r also. So mmod 3 =
nmod 3.

and each element ali] of

18.

19.

20.

25.

26.

28.
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Suppose that m and n are integers such that
mmod 3 = nmod 3. [We must show that m = n (mod 3).]
Let r =mmod 3 =nmod 3. Then, by definition of
mod, m =3p+r and n =3q + r for some integers
p and g. By substitution, m —n = 3p +r) — (3q +
r) =3(p — q). Since p — g is an integer, it follows that
3| (m — n), and so, by definition of congruence, m = n
(mod 3).

a. For example, let A = {1,2} and B = {2,3}. Then A #
B, so A and B are distinct. But A and B are not disjoint
since2 € AN B.

a. (1) Proof: R is reflexive because it is true that for each
student x at a college, x has the same major (or double
major) as x.

R is symmetric because it is true that for all students
x and y at a college, if x has the same major (or double
major) as y, then y has the same major (or double major)
as x.

R is transitive because it is true that for all students x, y,
and z at a college, if x has the same major (or double
major) as y and y has the same major (or double major)
as z, then x has the same major (or double major) as z.
R is an equivalence relation because it is reflexive, sym-
metric, and transitive.

(2) There is one equivalence class for each major and
double major at the college. Each class consists of all
students with that major (or double major).

(1) Hint: See the solution to exercise 15 in Section 10.2.

(2) Two distinct classes: {x € Z | x = 2k, for some integer k}
and {x € Z|x = 2k + 1, for some integer k}.

(1) Proof: A is reflexive because each real number has the

same absolute value as itself.

A is symmetric because for all real numbers x and y, if

[x| = [y| then |y = |x|.
A is transitive because for all real numbers x, y, and z, if
[x] = |yl and |y| = |z| then |x| = |z].

A is an equivalence relation because it is reflexive, symmet-
ric, and transitive.

(2) The distinct classes are all sets of the form {x, —x},
where x is a real number.

Hints: (1) D is reflexive, symmetric, and transitive. The
proofs are very similar to the proofs in exercise 17.

(2) There are two distinct equivalence classes. Note that
m* —n®> = (m —n)(m +n) for all integers m and n. In
addition, 3| (m —n) or 3| (m + n) < either m —n = 3r
or m +n = 3r, for some integer r

(1) Proof: I is reflexive because the difference between
each real number and itself is 0, which is an integer.

I is symmetric because for all real numbers x and vy, if
X — y is in integer, then y —x = (—1)(x — y), which is
also an integer.

I is transitive because for all real numbers x, y, and z, if
x — y is an integer and y — z is an integer, then x — z =
(x —y) + (y — z) is the sum of two integers and thus an
integer.
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I is an equivalence relation because it is reflexive, symmet-

ric, and transitive.

(2) There is one class for each real number x with 0 < x <
1. The distinct classes are all sets of the form {y e R|y =
n + x, for some integer n}, where x is a real number such

that 0 <x < 1.

29. (1) Proof: P is reflexive because each ordered pair of real

numbers has the same first element as itself.

P is symmetric for the following reason: Suppose (w, x)
and (y,z) are ordered pairs of real numbers such that
(w, x)P(y, z). Then, by definition of P, w = y. But by the
symmetric property of equality, this implies that y = w,

and so, by definition of P, (y, z) P(w, x).

P is transitive for the following reason: Suppose
(u,v), (w, x), and (y, z) are ordered pairs of real numbers
such that (i, v) P(w, x) and (w, x) P(y, z). Then, by defini-
tion of P, u = w and w = y. But by the transitive property
of equality, this implies that « = w, and so, by definition of

P, (u,v)P(w, x).

P is an equivalence relation because it is reflexive, symmet-

ric, and transitive.

(2) There is one equivalence class for each real number.
The distinct equivalence classes are all sets of ordered pairs
{(x,y) € R x R|x = a}, for each real number a. Equiva-
lently, the equivalence classes consist of all vertical lines in

the Cartesian plane.

32. Solution for (2): There is one equivalence class for each real
number ¢ such that 0 < ¢ < 7. One line in each class goes
through the origin, and that line makes an angle of ¢ with

the positive horizontal axis.

line L

Alternatively, there is one equivalence class for every pos-

sible slope: all real numbers plus “undefined.”

34. No. If points p, ¢, and r all lie on a straight line with g in
the middle, and if p is ¢ units from g and ¢ is ¢ units from

r, than p is more then ¢ units from r.

36. Proof: Suppose R is an equivalence relation on a set A and
a € A. Because R is an equivalence relation, R is reflex-
ive, and because R is reflexive, each element of A is related
to itself by R. In particular, @ R a. Hence by definition of

equivalence class, a € [a].

38. Proof: Suppose R is an equivalence relation on a set A and
a, b, and ¢ are elements of A with b R ¢ and ¢ € [a]. Since
¢ € [a], then ¢ R a by definition of equivalence class. But R
is transitive since R is an equivalence relation. Thus since
b R candc R a, then b R a. It follows that b € [a] by

definition of class.

40.

41.

42,

Proof: Suppose a, b and x are in A, a R b, and x € [a]. By
definition of equivalence class, x R a. Sox Ra anda R b,
and thus, by transitivity, x R b. Hence x € [b].

Hint: To show that [a] = [b], show that [a] C [b] and [b] C
[a]. To show that [a] C [b], show that for all x in A, if
x € [a] then x € [b].

¢. For example (2, 6), (=2, —6), (3,9), (=3, =9).

43. a. Suppose that (a,b), (a',b), (c,d) and (c’,d') are

44.

any elements of A such that [(a, b)] = [(a’, b")] and
[(c,d)] = [(c, d")]. By definition of the relation, ab’ =
ba' (*)and cd' = dc’ (**). We must show that [(a, b)] +
[(c,d)] = [(a’,b)]+ [(c,d")]. By definition of the
addition, this equation is true if, and only if,

[(ad + bc, bd)] = [(a'd" + b'c’, b'd")].

And, by definition of the relation, this equation is true if,
and only if,

(ad + be)b'd = bd(d'd' + b'c’),

which is equivalent to

adb'd’ 4 beb'd’ = bda'd' + bdb'c’, by multiplying out.

But this equation is equivalent to

(ab)(dd") + (cd")(bb")
= (ba')(dd") + (dc')(bb")

by regrouping

and, by substitution from (*) and (**), this last equation
is true.

c. Suppose that (a, b) is any element of A. We must show
that [(a, b)] + [(0, 1)] = [(a, b)]. By definition of the
addition, this equation is true if, and only if,

[(a-14+b-0,b-1)] = [(a, b)].
But this last equation is true because a-1+4+b-0 =a
andb-1 =b.

e. Suppose that (a,b) is any element of A. We must
show that [(a, b)] + [(—a, b)] = [(=a, b)] + [(a, b)] =
[(0, 1)]. By definition of the addition, this equation is
true if, and only if,

[(ab + b(—a), bb)] = [(0, 1)],
or, equivalently,

[(0, bb)] = [(0, )]

By definition of the relation, this last equation is true if,
and only if, 0- 1 = bb -0, which is true.

a. Let (a, b) be any element of Z* x Z*. We must show
that (a, b)R(a, b). By definition of R, this relationship
holds if, and only if, @ + b = b + a. But this equation
is true by the commutative law of addition for real num-
bers. Hence R is reflexive.

¢. Hint: You will need to show that for any positive inte-
gersa,b,c,andd,ifa+d=c+bandc+ f=d+
e,thena+ f=b+e.

d. One possible answer: (1,1), (2,2), (3,3), (4,4), (5,5)

g. Observe that for any positive integers a and b, the
equivalence class of (a, b) consists of all ordered pairs



in Z* x Z* for which the difference between the first
and second coordinates equals @ — b. Thus there is one
equivalence class for each integer: positive, negative,
and zero. Each positive integer n corresponds to the
class of (n+1,1); each negative integer —n corre-
sponds to the class of (1,7 + 1); and zero corresponds
to the class (1, 1).

47. c. “Ways and Means”

Section 8.4

1. a. ZKUHUH VKDOO ZH PHHW

b. IN THE CAFETERIA

. a. The relation 3| (25 — 19) is true because 25 — 19 =6
and 3|6 (since 6 = 3-2).

b. By definition of congruence modulo n, to show that
25 = 19 (mod 3), one must show that 3 | (25 — 19). This
was verified in part (a).

c. To show that 25 = 19 + 3k for some integer k, one
solves the equation for k and checks that the result is
an integer. In this case, k = (25 — 19)/3 = 2, which is
an integer. Thus 25 = 19 4 2-3.

d. When 25 is divided by 3, the remainder is 1 because
25 =3-8 4 1. When 19 is divided by 3, the remainder
is also 1 because 19 = 3-6 4 1. Thus 25 and 19 have
the same remainder when divided by 3.

e. By definition, 25 mod 3 is the remainder obtained when
25 is divided by 3, and 19 mod 3 is the remainder
obtained when 19 is divided by 3. In part (d) these two
numbers were shown to be equal.

. Hints: (1) Use the quotient-remainder theorem and

Theorem 8.4.1 to show that given any integer a, a is in

one of the classes [0], [1],[2],...[n — 1]. (2) Use Theo-

rem 4.3.1 to prove thatif 0 <a <n,0 <b <n,anda =b

(mod n), then a = b.

. a. 128 =2 (mod 7) because 128 —2 = 126 = 7-18, and
61 = 5 (mod 7) because 61 —5 =56 =7-8

b. 128 + 61 = (2 4+ 5) (mod 7) because 128 + 61 = 189,
245=7,and 189 -7 =182=7-26

c. 128 =61 = (2 —5)(mod 7) because 128 — 61 = 67,
2—5=-3,and 67— (-3)=70=7-10

d. 128-61 =(2-5) (mod 7) because 128-61 = 7808,
2.5 =10,and 7808 — (10) = 7798 =7-1114

e. 1282 = 2*(mod 7) because 1282 = 16384, 22 = 4, and
16384 — 4 = 16380 = 7-2340.

. a. Proof: Suppose a,b,c,d, and n are integers

with n > 1,a = c(modn), and b =d (modn). By

Theorem 8.4.1, a — ¢ = nr and b — d = ns for some

integers r and s. Then

(a+b)—(c+d)=(@a—c)+ (b—d)=nr-+ns
=n(r+s).

But r 4+ s is an integer, and so, by Theorem 8.4.1,
a+ b= (c+d)(modn).

12.

14.

15.

16.

19.

22,

8.4 Solutions and Hints to Selected Exercises A-71

a. Proof (by mathematical induction): Let the property
P(n) be the congruence 10" = 1 (mod 9).
Show that P(0) is true:
When n = 0, the left-hand side of the congruence is
10° = 1 and the right-hand side is also 1.

Show that for all integers k > 0, if P(k) is true, then
Pk + 1) is true.

Let k be any integer with k>0, and suppose
P(k) is true. That is, suppose 10 =1 (mod 9). (*)
[This is the inductive hypothesis.] By Theorem 8.4.1,
10 = 1 (mod 9)(**) because 10 — 1 =9 =9-1. And by
Theorem 8.4.3, we can multiply the left- and right-hand
sides of (*) and (**) to obtain 10¥-10 = 1-1 (mod 9),
or, equivalently, 10! =1 (mod 9). Hence P(k + 1)
is true.
Alternative Proof: Note that 10 =1 (mod 9) because
10 — 1 =9 and 9|9. Thus by Theorem 8.4.3(4), 10" =
1" =1 (mod 9).

14" mod 55 = 14

142 mod 55 = 196 mod 55 = 31

14* mod 55 = (14* mod 55)* mod 55 = 312 mod 55 = 26

143 mod 55 = (14* mod 55)* mod 55 = 26% mod 55 = 16

14'° mod 55 = (14% mod 55)* mod 55 = 16* mod 55 = 36

4 mod 55 = 14'0+8+2+1 ;o4 55
= {(14“’ mod 55)(14% mod 55)(14* mod 55)

(14" mod 55)} mod 55
= (36-16-31-14) mod 55 = 249984 mod 55 = 9

Note that 307 = 256 +32 + 16 +2 + 1.
675" mod 713 = 675
6752 mod 713 = 18
675 mod 713 = 182 mod 713 = 324
6758 mod 713 = 324 mod 713 = 165
675" mod 713 = 165> mod 713 = 131
6752 mod 713 = 1312 mod 713 = 49
675% mod 713 = 492 mod 713 = 262
675'2 mod 713 = 262> mod 713 = 196
675 mod 713 = 196* mod 713 = 627
Thus
6757 mod 713 = 67520+32+16%2+1 1154 713

= (675%¢.675%2.675'9.675%-675") mod 713

= (627-49-131-18-675) mod 713 = 3.
The letters in HELLO translate numercially into 08, 05, 12,
12, and 15. By Example 8.4.9, the H is encrypted as 17.
To encrypt E, we compute 5% mod 55 = 15. To encrypt L,
we compute 12° mod 55 = 23. And to encrypt 0, we com-
pute 15° mod 55 = 20. Thus the ciphertextis 17 15 23
23 20. (In practice, individual letters of the alphabet are
grouped together in blocks during encryption so that deci-
phering cannot be accomplished through knowledge of fre-
quency patterns of letters or words.)
By Example 8.4.10, the decryption key is 27. Thus
the residues modulo 55 for 13%,20%, and 9%’ must be
found and then translated into letters of the alphabet.



A-72 Appendix B Solutions and Hints to Selected Exercises

25.

26.

28.

Because 27 = 16 + 8 + 2 + 1, we first perform the follow-
ing computations:

13! = 13 (mod 55)
13% = 4 (mod 55)
13* = 4% = 16 (mod 55)
138 = 16* = 36 (mod 55) 208 = 25% = 5 (mod 55)
1316 = 362 = 31 (mod 55) 20'6 = 252 = 20 (mod 55)
9! = 9 (mod 55)
92 = 26 (mod 55)
9% = 26% = 16 (mod 55)
98 = 16% = 36 (mod 55)
916 =362 = 31 (mod 55)
Then we compute
13 mod 55 = (31-36-4-13) mod 55 = 17,
20%" mod 55 = (20-25-15-20) mod 55 = 15,
9% mod 55 = (31-36-26-9) mod 55 = 4.

20" = 20 (mod 55)
20? = 15 (mod 55)
20* = 15 = 5 (mod 55)

Finally, because 7, 15, and 4 translate into letters as G, O,
and D, we see that the message is GOOD.

Hint: By Theorem 5.2.3, using a in place of r and n — 1
a"—1

in place of n, we have l+a+a*+---+a" ' = e,

Multiplying both sides by a — 1 gives
a"—1l=(@—-DA4+a+a*+---+a"").

Step 1: 6664 = 765-8 + 544, and so 544 = 6664 — 765-8

Step 2: 765 = 544 -1 4 221, and so 221 = 765 — 544

Step 3: 544 =221-2 4 102, and so 102 = 544 — 221-2

Step 4: 221 = 102-2+ 17, and so 17 = 221 — 1022

Step5: 102 =17-6+0

Thus ged(6664,765) = 17 (which is the remainder

obtained just before the final division). Substitute back

through steps 4—1 to express 17 as a linear combination of
6664 and 765:

17 =221 —102-2

=221 — (544 — 221-2) =221-5—544-2

= (765 — 544)-5 — 544.2 =765-5 — 5447

=765-5— (6664 —765-8)-7 = (—7)-6664 + 61-765.
(When you have finished this final step, it is wise to verify

that you have not made a mistake by checking that the final
expression really does equal the greatest common divisor.)

330 | 156 | 18 | 12 6
b 156 | 18 | 12 | 6 0
r 18 |12 | 6 0
q 2 8 1 2
s 1 0 1 -8 |9
t 0 1 -2 | 17 -19
u 0 1 —-819 —-26
v 1 -2 (17 | =19 | 55
newu 1 -89 —26
newv -2 |17 | 19| 55
sa+th | 33018 | —6| 6 6

31.

33.

35.

36.

a. Step 1: 210 =13-164+2,and so 2 = 210 — 16-13
Step2: 13 =2-6+1,andso1 =13 -2-6
Step 3: 6 = 1-6 4+ 0, and so ged(210, 13) = 1

Substitute back through steps 2—1:
1=13—2:6
=13—-(210—-16-13)-6 = (—6)-210+97-13

Thus 210-(—6) = 1 (mod 13), and so —6 is an inverse
for 210 modulo 13.

b. Compute 13 — 6 = 7, and note that 7 = —6 (mod 13)
because 7 — (—6) = 13 =13-1. Thus, by Theo-
rem 8.4.3(3), 210-7 =210-(—6) (mod 13). It fol-
lows, by the transitive property of congruence, that
210-7 = 1 (mod 13), and so 7 is a positive inverse for
210 modulo 13.

¢. This problem can be solved using either the result of part
(a) or that of part (b). By part (b) 210-7 = 1 (mod 13).
Multiply both sides by 8 and apply Theorem 8.4.3(3) to
obtain 210-56 = 8 (mod 13). Thus a positive solution
for 210x = 8 (mod 13) is x = 56. Note that the least
positive residue corresponding to this solution is also a
solution. By Theorem 8.4.1, 56 = 4 (mod 13) because
56 = 13-4 + 4, and so, by Theorem 8.4.3(3), 210-56 =
210-4 = 9 (mod 13). This shows that 4 is also a solu-
tion for the congruence, and because 0 <4 < 13, 4 is
the least positive solution for the congruence.

Hint: If as +bt =1 and ¢ = au = bv, then ¢ = asc +

btc = as(bv) + bt (au).

Proof: Suppose a, n, s and s’ are integers such that as =

as’ = 1 (mod n). Consider the quantity as’s, and note that

as's = (as')-s = (as)-s’. By Theorem 8.4.3(3), (as’)-s =

l-s =s (mod n) and (as’)-s’ =1-s' = s’ (mod n). Thus

by transitivity of congruence modulo n, s = s’ (mod n).

This shows that any two inverses for a are congruent

modulo 7.

The numeric equivalents of H, E, L, and P are 08, 05, 12 and
16. To encrypt these letters, the following quantities must
be computed: 8* mod 713, 5 mod 713, 12** mod 713, and
16¥ mod 713. We use the fact that 43 = 32 + 8 + 2 + 1.

H: 8 =8 (mod713)
82 = 64 (mod 713)
8+ = 64? = 531 (mod 713)
8% = 5312 = 326 (mod 713)
816 = 3262 = 39 (mod 713)
832 =392 = 95 (mod 713)
Thus the ciphertext is
8% mod 713
= (95-326-64-8) mod 713 = 233.

E: 5=5(mod713)
5% = 25 (mod 713)
5% = 625 (mod 713)
5% = 625% = 614 (mod 713)
5! = 614? = 532 (mod 713)
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532 = 532% = 676 (mod 713)
Thus the ciphertext is
5% mod 713
= (676-614-25-5)mod 713 = 129.

L: 12=12(mod 713)
122 = 144 (mod 713)
12* = 144 = 59 (mod 713)
128 = 59% = 629 (mod 713)
126 = 629% = 639 (mod 713)
12% = 6392 = 485 (mod 713)
Thus the ciphertext is
12 mod 713
= (485-629-144-12) mod 713 = 48.

P: 16 =16 (mod 713)
16% = 256 (mod 713)
16* = 256% = 653 (mod 713)
168 = 653% = 35 (mod 713)
16'® = 352 = 512 (mod 713)
163 = 5122 = 473 (mod 713)
Thus the ciphertext is
16* mod 713
= (473-35-256-16) mod 713 = 128.

I

Therefore, the encrypted message is 233 129 048 128.
(Again, note that in practice, individual letters of the alpha-
bet are grouped together in blocks during encryption so that
deciphering cannot be accomplished through knowledge of
frequency patterns of letters or words. We kept them sep-
arate so that the numbers in the computations would be
smaller and easier to work with.)

By exercise 38, the decryption key, d, is 307. Hence, to
decrypt the message, the following quantities must be com-
puted: 6757 mod 713, 89°Y7 mod 713, and 4837 mod 713.
We use the fact that 307 = 256 432+ 16 +2 + 1.

675 = 675 (mod 713)
6752 = 18 (mod 713)

6754 = 182 = 324 (mod 713)
6758 = 3242 = 165 (mod 713)
67516 = 165% = 131 (mod 713)
675%2 = 1312 = 49 (mod 713)
675% = 492 = 262 (mod 713)
675128 = 2622 = 196 (mod 713)
675256 = 196® = 627 (mod 713)

89 = 89 (mod 713)

892 = 78 (mod 713)

894 = 782 = 380 (mod 713)
898 = 3802 = 374 (mod 713)
89'0 = 3742 = 128 (mod 713)
8932 = 128 = 698 (mod 713)
899 = 6982 = 225 (mod 713)
89128 = 2252 = 2 (mod 713)
89256 = 22 = 4 (mod 713)

41.

8.5 Solutions and Hints to Selected Exercises A-73

48 = 48 (mod 713)

482 = 165 (mod 713)

48* = 131 (mod 713)

48% = 49 (mod 713)

4816 = 262 (mod 713)

483 = 196 (mod 713)

48% = 627 (mod 713)

48128 = 6277 = 266 (mod 713)
4826 = 2662 = 169 (mod 713)

Thus the decryption for 675 is
6757 mod 713 = (675%56+32+16+2+1y 1157 713

= (627-49-131-18-675) mod 713 =3, which
corresponds to the letter C.
The decryption for 89 is
8937 mod 713 = (89250+32+1642+1) 157713
= (4-698-128-78-89) mod 713 =15 which

corresponds to the letter O.
The decryption for 48 is
4837 mod 713 = (482303216424 1y 1157 713
= (169-196-262-165-48) mod 713 = 12, which

corresponds to the letter L.

Thus the decrypted message is COOL.

a. Hint: For the inductive step, assume p | g1¢a . . . ¢s.1 and
leta =qq...q,. Then p|agy,, and either p = g,
or Euclid’s lemma and the inductive hypothesis can be
applied.

. a. When a =15 and p =7,a?"' = 15% = 11390625 =

1 (mod 7) because 11390625 — 1 = 7-1627232.

Section 8.5

1.

a.

R\ is not antisymmetric: 1 R; 3
and3R; l and 1 # 3.

R, is antisymmetric: There are
no cases where a R b and
bRaanda # b.
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2. R is not antisymmetric. Let x and y be any two distinct

10.

people of the same age. Then x R y and y R x butx # y.

. R is a partial order relation.

Proof:

R is reflexive: Suppose (a, b) € R x R. Then

(a,b) R (a, b) because a = a and b < b.

R is antisymmetric: Suppose (a, b) and (c, d) are ordered
pairs of real numbers such that (a, b) R (c,d) and
(c,d) R (a, b). Then

eithera <c¢ or botha=candb <d

and
eitherc <a or bothc=aandd <b.
Thus
a<candc <a

and so

a=c
Consequently,

b<d and d<b

and so

b=ud.

Hence (a, b) = (c, d).

R is transitive: Suppose (a,b), (c,d), and (e, f) are
ordered pairs of real numbers such that (a, b) R (¢, d) and
(c,d) R (e, f). Then

eithera <c¢ or botha=candb <d

and

eitherc <e or bothc=ecandd < f.

It follows that one of the following cases must occur.

Case 1 (a < cand c < e): Then by transitivity of <,a < e,
and so (a, b) R (e, f) by definition of R.

Case 2 (a < cand ¢ = e): Then by substitution, a < e, and
so (a,b) R (e, f) by definition of R.

Case 3 (a = cand ¢ < e): Then by substitution, a < e, and
so (a, b) R (e, f) by definition of R.

Case 4 (a = ¢ and ¢ = e): Then by definition of R, b < d
and d < f,and so by transitivity of <, b < f.Hencea = ¢
and b < f,and so (a, b) R (e, f) by definition of R.

In each case, (a,b) R (e, f). Therefore, R is transitive.
Since R is reflexive, antisymmetric, and transitive, R is a
partial order relation.

. R is not a partial order relation because R is not antisym-

metric.

Counterexample: 1 R 3 (because 1 4 3 is even) and 3 R 1
(because 3 + 1 is even) but 1 # 3.

No. Counterexample: Define relations R and S on the set
{1, 2} as follows: R = {(1,2)} and S = {(2, 1)}. Then both
R and S are antisymmetric, but R U S = {(1, 2), (2, 1)}

is not antisymmetric because (1,2) € RUS and (2,1) €
RUSbut1 #2.

11. a. This follows from (1).
b. False. By (1), bba < bbab.

13. R, = {(a,a), (b, D)}, R, = {(a, a), (b, b), (a, D)},
Ry = {(a,a), (b, b), (b, @)}

14. a. R, = {(a,a), (b,b), (c, o)},

{(a,a), (b, b), (c,c), (b,a)},

{(a,a), (b, b), (c,c), (c,d)},

{(a,a), (b, b), (c,c), (b,a), (c,a)},

(@, a),B; b), (c:c); (e: B),{cyal)s

{(a,a), (b,b), (c,c), (b,c), (b,a)},

{

{

{

{

I

(a,a), (b, b), (c,c), (¢, b), (b,a), (c,a)},
(a,a), (b,b), (c,c), (b,c), (b,a), (c,a)},
(a,a), (b,b), (c,c), (b,c)},
(a,a), (b,b), (c,c), (c,b)}

Il

Ry
R;
Ry
Rs
Re
Ry
Rg
Ry

Il

Ryg

15. Hint: R is the identity relation on A: x R x for all x € A
andx Ryifx #y.

16. a. 20
4 10 15
2 5
1
17. a. 18.
A {0, 1} o(l, 1)
(1,0)
{0} {1}
» (0, 1)
[ (0, 0)

21. a. Proof: [We must show that for all a and b in A,a|b or
bla.] Let a and b be particular but arbitrarily chosen
elements of A. By definition of A, there are nonnegative
integers 7 and s such thata = 2" and b = 2°. Now either
r<sors <r.Ifr <s,then

b=2=2.2"=qa.27,

where s — r > 0. It follows, by definition of divisibil-
ity, that a | b. By a similar argument, if s < r, then b | a.
Hence either a | b or b | a [as was to be shown].



22.

24.

26.

30.

31.

34.

35.
36.

39.

b *—— @ L 2 2 ]

1 2 92 23 24
Greatest element: none; least element: 1;
Maximal elements: 15, 20; minimal element: 1

Greatest element: {0, 1}; least element: (J;
Maximal elements: {0, 1}; minimal elements: ¢

Greatest element: (1, 1); least element: (0, 0);
Maximal elements: (1, 1); minimal elements: (0, 0)

a. No greatest element, no least element
b. Least element is 0, greatest element is 1

R is a total order relation because it is reflexive, antisym-
metric, and transitive (so it is a partial order) and because
[b,a,c,d] is a chain that contains every element of A:
bRc,cRa, and aRd.

Hint: Let R’ be the restriction of R to B and show that R’
is reflexive, antisymmetric, and transitive. In each case, this
follows almost immediately from the fact that R is reflex-
ive, antisymmetric, and transitive.

B c{w}<{w,x} S {w,xy} S {wx,y, 2z}

Proof: Suppose A is a partially ordered set with respect
to a relation <. By definition of total order, A is totally
ordered if, and only if, any two elements of A are compara-
ble. By definition of chain, this is true if, and only if, A is a
chain.

Proof (by mathematical induction): Let A be a set that
is totally ordered with respect to a relation =, and let
the property P(n) be the sentence “Every subset of A
with n elements has both a least element and a greatest
element.”

Show that P (1) is true:

If A = @, then P(1) is true by default. So assume that A has
at least one element, and suppose S = {a,} is a subset of A
with one element. Because < is reflexive, a; < a;. So, by
definition of least element and greatest element, a; is both
a least element and a greatest element of S, and thus the
property is true forn = 1.

Show that for all integers k > 1, if P (k) is true, then
P(k + 1) is true:

Let k be any integer with k& > 1, and suppose that any subset
of A with k elements has both a least element and a great-
est element. [Inductive hypothesis] We must show that any
subset of A with k + 1 elements has both a least element
and a greatest element. If A has fewer than k + 1 elements,
then the statement is true by default. So assume that A has
at least k + 1 elements and that S = {a;, as, ..., ar 1} isa
subset of A with k£ 4+ 1 elements. By inductive hypothesis,
S — {ay+1} has both a least element s and a greatest element
b. Now because A is totally ordered, a;,; and s are com-
parable. If a;,; < s, then, by transitivity of =, a;,, is the
least element of S; otherwise, s remains the least element
of S. And if b < a;y, then, by transitivity of =, a; is the
greatest element of S; otherwise, b remains the greatest ele-
ment of S. Thus S has both a greatest element and a least
element [as was to be shown].

40.

42.

44.
46.
50.
51,

9.1 Solutions and Hints to Selected Exercises A-75

a. Proof by contradiction: Suppose not. Suppose A is a
finite set that is partially ordered with respect to a rela-
tion < and A has no minimal element. Construct a
sequence of elements x|, x,, x3, ... of A as follows:

1. Pick any element of A and call it x,.

2. Foreachi =2,3,4,..., pick x; to be an element of
A for which x; < x;_; and x; # x;_,. [Such an ele-
ment must exist because otherwise x;_; would be mini-
mal, and we are supposing that no element of A is min-
imal.] Now x; 7 x; for any i # j. [If x; = x; where
i < Jj, then on the one hand, x; < Xl X voe X Xigp X
X and 5o x; =< X;41, and on the other hand, since x; =
Xj then xj = x; > x;4y, and so Xj > Xiy1. Hence by
antisymmetry, Xj = Xj.1, and so x; = X; 1. But this con-
tradicts the definition of the sequence xi,x;, x3, ....]
Thus xy, x, x3, ... is an infinite sequence of distinct
elements, and consequently {x,, x,, x3, ...} is an infi-
nite subset of the finite set A. This is impossible.
Hence the supposition is false and we conclude that
any partially ordered subset of a finite set has a min-
imal element.

i3 d
a b
One such total order is 1, 5, 2, 15, 10, 4, 20.

One such total order is (0, 0), (1, 0), (0, 1), (1, 1).
a. One possible answer: 1,6,10,9,5,7,2,4,8,3
b. Critical path: 1, 2, 5,8, 9.

Section 9.1

2.
3.

11.

12.

13.

3/4,1/2,1/2
(19,20, 36 49 59 66, 74,36 046 1046, 19,
29,39 49 59 69 79 39 9® 0¥} probabil-
ity = 20/52 = 38.5%

0B, T8, Q8 K& A, 100,74 Q¢ K¢, A$ 100,

T, Q9. K® A® 104, J6, Q6 K&, Ka®, A®) prob-
ability = 20/52 = 5/13 = 38.5%.

. {26, 35, 44, 53, 62}, probability = 5/36 = 13.9%
. {11, 12, 13, 14, 15, 21, 22, 23, 24, 31, 32, 33, 41, 42, 51}

probability = 15/36 = 413%

a. (HHH, HHT, HTH, HTT, THH, THT, TTH,
TTT)

b. (i) (HTT,THT, TTH}, probability = 3/8 = 37.5%

a. (BBB, BBG, BGB, BGG, GBB, GBG, GGB,
GGG)

b. (i) (GBB, BGB, BBG} probability = 3/8 = 37.5%

a. {CCC, CCW, CWC, CWW, WCC, WCW, WWC,
WWW)

b. (i) (CWW, WCW, WWC}, probability = 3/8 =
37.5%
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14. a. probability = 3/8 = 37.5%
16. a. {RRR, RRB, RRY, RBR, RBB, RBY, RYR, RYB,
RYY, BRR, BRB, BRY, BBR, BBB, BBY, BYR,
BYB, BYY, YRR, YRB, YRY, YBR, YBB, YBY,
YYR,YYB,YYY}
b. {RBY, RYB,YBR, BRY, BY R, Y RB}, probability =
6/27=2/9=22.2%
¢. {RRB, RBR, BRR, RRY, RYR, YRR, BBR, BRB,
RBB, BBY, BYB, YBB, YYR, YRY, RYY, YYB,
YBY, BYY} probability = 18/27 =2/3 = 66%%

18. a. (BB, B\B>, BiW, B,By, ByB,, B,W, WB,, WB,,
WW)
b. (BB, BB, B>By, B, By} probability = 4/9 = 44.4%
. {B,W, B,W, WB,, W B,} probability = 4/9 = 44.4%

21. a. 10 11 12 13 14 15 16 17 18 ... 96 97 98 99

¢ ¢ ¢ ¢ ¢
3-4 3:5 3:6 3-32 3.33

The above diagram shows that there are as many posi-
tive two-digit integers that are multiples of 3 as there are
integers from 4 to 33 inclusive. By Theorem 9.1.1, there
are 33 — 4 + 1, or 30, such integers.

b. There are 99 — 10+ 1 =90 positive two-digit inte-
gers in all, and by part (a), 30 of these are multiples
of 3. So the probability that a randomly chosen pos-
itive two-digit integer is a multiple of 3 is 30/90 =
1/3 = 33%%.

c. Of the integers from 10 through 99 that are multi-
ples of 4, the smallest is 12 (= 4-3) and the largest is

32.a.M Tu W Th F Sa Su M Tu W Th F Sa Su ...

1 2 3 456 7 8 9 1011 12 13 14
¢ ¢
741 7-2

96 (=4-24). Thus there are 24 — 3 + 1 = 22 two-digit
integers that are multiples of 4. Hence the probability
that a randomly chosen two-digit integer is a multiple of
4is22/90 = 363 %.

m—3+1 m—2

23. ¢. Probability = =

n n
Q -
d. Because L—BQ)J = 19, the probability is e 3]99+l — %

n

24. a. (i) If n is even, there are t J = % elements in the sub-

)
array.

(ii) If n is odd, there are L%J = % elements in the
sub-array.

b. There are n elements in the array, so

(i) The probability that an element is in the given sub-
n
array when n is even is % = %,
(ii) The probability that an element is in the given sub-
n_l
array when n is odd is % = ”T_nl
26. Let k be the 27th element in the array. By Theorem 9.1.1,
k—42+1=27, and so k =42+ 27 — 1 = 68. Thus the

27th element in the array is A[68].
28. Let m be the smallest of the integers. By Theorem 9.1.1,
279 —m + 1 =56,and som =279 — 56 + 1 = 224. Thus
the smallest of the integers is 224.
31. 123456789 ...999 1000 1001
¢ ¢ ¢ ¢
3.1 32 3.3 3-333

Thus there are 333 multiples of 3 between 1 and 1001.

F Sa Su M
362 363 364 365
$
T<52

Sundays occur on the 7th day of the year, the 14th day of the year, and in fact on all
days that are multiples of 7. There are 52 multiples of 7 between 1 and 365, and so

there are 52 Sundays in the year.

Section 9.2

1. Game 4 Game 5 Game 6 Game 7
A (A wins)
A (A wins
Start: (4 wins) A
A fias (A wins) .
won 3 A (A wins)

B (B wins)

There are five ways to complete the series:
A, B-A, B-B-A, B-B—-B-A, and B—-B—-B-B.

3. Four ways: A—A-A-A, B-A-A-A-A, B-B-A-A-A-A, and
B-B-B-A-A-A-A.

4. Two ways: A~-B-A-B-A-B-A and B—A-B—A—-B-A-B

6. a. Step 1: Step 2: Step 3:
Choose urn. Choose ball 1. Choose ball 2.

B
By =
Urn | = W

B,
\\J

B,

Start W,
B

W,




b. There are 12 equally likely outcomes of the experiment.

¢ 2/12=1/6 =163%

d. 8/12=2/3 =662%

8. By the multiplication rule, the answer is 3-2-2 = 12.

9. a. In going from city A to city B, one may take any of the

11.

12.

13.

a.

a.

a.

3 roads. In going from city B to city C, one may take
any of the 5 roads. So, by the multiplication rule, there
are 3-5 = 15 ways to travel from city A to city C via
city B.

. A round-trip journey can be thought of as a four-step

operation:

Step 1: Go from A to B.

Step 3: Go from B to C.

Step 2: Go from C to B.

Step 4: Go from B to A.

Since there are 3 ways to perform step 1, 5 ways to
perform step 2, 5 ways to perform step 3, and 3 ways
to perform step 4, by the multiplication rule, there are
3.5-5-3 = 225 round-trip routes.

. In this case the steps for making a round-trip journey are

the same as in part (b), but since no route segment may

be repeated, there are only 4 ways to perform step 3 and

only 2 ways to perform step 4. So, by the multiplica-

tion rule, there are 3-5-4-2 = 120 round-trip routes in

which no road is traversed twice.

Imagine constructing a bit string of length 8 as an eight-

step process:

Step 1: Choose either a 0 or a 1 for the left-most
position,

Step 2: Choose either a 0 or a 1 for the next position to
the right.

Step 3: Choose either a 0 or a 1 for the next position to
the right.

Since there are 2 ways to perform each step, the total

number of ways to accomplish the entire operation,

which is the number of different bit strings of length 8,

is2-2.2.2.2.2.2.2 =2% = 256.

. Imagine that there are three 0’s in the three left-most

positions, and imagine filling in the remaining 5 posi-
tions as a 5-step process, where step i is to fill in the
(i + 3)rd position. Since there are 2 ways to perform
each of the 5 steps, there are 2° ways to perform the
entire operation. So there are 2°, or 32, 8-bit strings that
begin with three 0’s.

There are 9 hexadecimal digits from 3 through B and 11
hexadecimal digits from 5 through F. Thus the answer is
9-16-16-16-11 = 405,504.

In each of the four tosses there are two possible results:
Either a head (H) or a tail (T') is obtained. Thus, by the
multiplication rule, the number of outcomes is
2.2.2.2=2%=16.

. There are six outcomes with two heads:

HHTT,HTHT HTTH, THHT, THTH, TTHH.
Thus the probability of obtaining exactly two heads is
6/16 = 3/8.

14.

16.

18.

9.2 Solutions and Hints to Selected Exercises A-77

. Let each of steps 1-4 be to choose a letter of the alpha-

bet to put in positions 1-4, and let each of steps 5-7
be to choose a digit to put in positions 5-7. Since there
are 26 letters and 10 digits (0-9), the number of license
plates is

26-26-26-26-10-10-10 = 456,976,000.

. In this case there is only one way to perform step 1

(because the first letter must be an A) and only one
way to perform step 7 (because the last digit must
be a 0). Therefore, the number of license plates is
26-26-26-10-10 = 17,576, 000.

. In this case there are 26 ways to perform step 1, 25 ways

to perform step 2, 24 ways to perform step 3, 10 ways to
perform step 4, 9 ways to perform step 5, and 8 ways
to perform step 6, so the number of license plates is
26-25-24-23-10-9-8 = 258,336,000.

. Two solutions:

(i) number of integers

number of
ways to pick
second digit

number of
= | ways to pick
first digit

=910 = 90

(ii) Using Theorem 9.1.1, number of integers =
99 — 10+ 1 = 90.

b. Odd integersend in 1, 3,5, 7, or 9.

number of odd integers

number of
ways to pick
second digit

number of
= | ways to pick
first digit

=90.5=45

Alternative solution: Use the listing method shown in the
solution for Example 9.1.4.

[number of integers]

with distinct digits

number of number of
= | ways to pick | | ways to pick

first digit second digit
=9.9=28l1

[number of odd integers]

with distinct digits

number of number of
= | ways to pick | | ways to pick
second digit first digit

=5-8=40  because the first digit
can’t equal 0, nor can it

equal the second digit

e. 81/90 =9/10,40/90 = 4/9
. Let step 1 be to choose either the number 2 or one of

the letters corresponding to the number 2 on the keypad,
let step 2 be to choose either the number 1 or one of
the letters corresponding to the number 1 on the keypad,
and let steps 3 and 4 be to choose either the number 3 or
one of the letters corresponding to the number 3 on the
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keypad. There are 4 ways to perform step 1, 3 ways
to perform step 2, and 4 ways to perform each of
steps 3 and 4. So by the multiplication rule, there are
4.3.4.4 =192 ways to perform the entire operation.
Thus there are 192 different PINs that are keyed the
same as 2133. Note that on a computer keyboard, these
PINs would not be keyed the same way.

19. Step 1: Step 2: Step 3:
Choose the Choose the Choose the
secretary. treasurer. president.

Bob
Cyd
Dan
Bob
Ann
Eﬂ’/\’/.c_gd
Ann Cyd
Dan
Dan
Bob Cyd —e
\Aﬁm
Ann
Dan Cyd
Dan Ann Bgb

Cyd
Ann
Bob

There are 14 different paths from “root” to “leaf” of this
possibility tree, and so there are 14 ways the officers can
be chosen. Because 14 = 2 -7, reordering the steps will not
make it possible to use the multiplication rule alone to solve
this problem.

20. a. The number of ways to perform step 4 is not constant; it
depends on how the previous steps were performed. For
instance, if 3 digits had been chosen in steps 1-3, then
there would be 10 — 3 = 7 ways to perform step 4, but if
3 letters had been chosen in steps 1-3, then there would

_ be 10 ways to perform step 4.

21. Hint:

a. The answer is 2™". b. The answer is n"™.

22. a. The answer is 4-4-4 = 4% = 64. Imagine creating a
function from a 3-element set to a 4-element set as a
three-step process: Step 1 is to send the first element
of the 3-element set to an element of the 4-element set
(there are four ways to perform this step); step 2 is to
send the second element of the 3-element set to an ele-
ment of the 4-element set (there are also four ways to
perform this step); and step 3 is to send the third ele-
ment of the 3-element set to an element of the 4-element
set (there are four ways to perform this step). Thus the
entire process can be performed in 4 -4 - 4 different ways.

24. The outer loop is iterated 30 times, and during each iter-

ation of the outer loop there are 15 iterations of the inner
loop. Hence, by the multiplication rule, the total number of
iterations of the inner loop is 30- 15 = 450.

27. The outer loop is iterated 50 — 5 + 1 = 46 times, and dur-
ing each iteration of the outer loop there are 20 — 10+ 1 =
11 iterations of the inner loop. Hence, by the multiplica-
tion rule, the total number of iterations of the inner loop is
46-11 = 506.

29. Hints: One solution is to add leading zeros as needed to
make each number five digits long. For instance, write 1
as 00001. Let some of the steps be to choose positions for
the given digits. The answer is 720. Another solution is
to consider separately the cases of four-digit and five-digit
numbers.

31. a. There are a + 1 divisors: 1, p, p%, ..., p°.

b. A divisor is a product of any one of the a + 1 numbers
listed in part (a) times any one of the b + 1 numbers
1,9,4% ...,q" So, by the multiplication rule, there are
(a + 1)(b + 1) divisors in all.

32. a. Since the nine letters of the word ALGORITHM are

all distinct, there are as many arrangements of these let-

ters in a row as there are permutations of a set with nine

elements: 9! = 362, 880.

In this case there are effectively eight symbols to be per-

muted (because may be regarded as a single sym-

bol). So the number of arrangements is 8! = 40,320.

34. The same reasoning as in Example 9.2.9 gives an answer of
4! =24,

&

35. WX, WY, WZ, XW, XY, XZ, YW, YX,YZ, ZW, ZX,
zY
6! 6-5-4-3.21
37. a. P(6,4) = = =
a. P(6,4) G_a) 21 360
5.4.3.2
38. a. P(5,3)=T=60
39. a. P(9,3)= w =504
#
8.7-6.5.-4.3
c. P8,5) = M— =6,720
A
41. Proof: Let n be an integer and n > 2. Then
Pn+1,2) — P(n,2)
(n+1)! nl  (n+1)! n!

(r+D-21' =2 G- n-2)
_ (n+1)'n~(n»-/l‘)1_ n-(n—1)-m—251

e dn— (P —m)=2m=2. D

=n"+n—Mn‘—n)=2n=2 o
n!

= Z-M =2P(n,1).

This is what was to be proved.

45. Hint: In the inductive step, suppose there exist k! permu-
tations of a set with k elements. Let X be a set with k + 1
elements. The process of forming a permutation of the ele-
ments of X can be considered a two-step operation where
step 1 is to choose the element to write first. Step 2 is to
write the remaining elements of X in some order.



47. a.

Section 9.3

1. a. Set of Bit Strings Consisting of from 1 through 4 Bits

128 128 123
IR 20 ZEE 2 S S A
123% 2138 321
123 1238 123
LR R
132 231 312
123 123
Yido L
231 312

bit strings | bit strings bit strings bit strings
consisting | consisting consisting consisting
of 1 bit of 2 bits of 3 bits of 4 bits

There are There are There are There are
2 of these. 2% of these. 23 of these. 2% of these.

Applying the addition rule to the figure above shows that
there are 2 4 2% + 23 4 2* = 30 bit strings consisting of
from one through four bits.

. By reasoning similar to that of part (a), there are

25 426 4+ 27 + 2% = 480 bit strings of from five through
eight bits.
number of integers from 1 through 999
[with no repeated digits ]
number of integers
+ |from 10 through 99
with no repeated digits

number of integers
= |from 1 through 9
with no repeated digits
number of integers from
+ | 100 through 999 with
no repeated digits
=9+9-949.9-8 =738
number of integers from 1 through 999
liwith at least one repeated digit ]
number of integers
— |from 1 through 999
with no repeated digits

total number of
= |integers from
1 through 999

=999 — 738 =261

. The probability that an integer chosen at random has at

least one repeated digit is 261/999 = 26.1%.

Set of Arrangements (without repetition)
or No More Than 3 Letters of NETWORK

arrangements arrangements arrangements
of no more of no more of no more
than 1 letter than 2 letters than 3 letters
There are There are There are
7 of these. 7-6 of these. 7-6-5 of these.

11. a.

13. a

9.3 Solutions and Hints to Selected Exercises A-79

Applying the addition rule to the figure above shows
that there are 74 7-6 4 7-6-5 = 259 arrangements of
three letters of the word NETWORK if repetition of let-
ters is not permitted.

. There are 1 4 26 + 26 + 26° arrangements of from 0

through 3 letters of the alphabet. Any of these may be
paired with all but one arrangement of from 0 through 4
digits, and there are 1 4 10 + 10 + 10% + 10* arrange-
ments of from O through 4 digits. So, by the multiplica-
tion rule and the difference rule, the number of license
plates is

(1 + 26+ 26> +26%)
(1410410 + 10° + 10%) — 1 = 203,097,968
T

the blank plate

. (1426 +26% +26° — 85)

(14 104+ 10% 4+ 10° + 10%) — 1 = 202,153,533

. Hint: The answer is 774,372,096.
a. 50% +50* + 50° = 318,875,000
a. Each column of the table below corresponds to a pair

of values of i and j for which the inner loop will be
iterated.

T 1] 2 3 4
1121 [2[3[1[2[3]4
L
12 3 4

Since there are 1 4+ 2 + 3 + 4 = 10 columns, the inner
loop will be iterated ten times.

The answer is the number of permutations of the five
letters in QUICK, which equals 5! = 120.

. Because QU (in order) is to be considered as a single

unit, the answer is the number of permutations of the

four symbols , I, C, K. This is 4! = 24.

. By part (b), there are 4! arrangements of | QU |, I, C, K.

Similarly, there are 4! arrangements of | UQ |, I, C, K.
Therefore, by the addition rule, there are 4! 4 4! = 48
arrangements in all.

number of ways to place eight people
in a row keeping A and B together

| number of ways to arrange
CDEFGH

[number of ways to arrange:|

*\[Ba]cDEFGH

=T7'+7!'=5,040 45,040 = 10,080

number of ways to arrange the eight
[people in a row keeping A and B apart}
number of ways
to place the eight
people in a row
keeping A and B
together

total number of ways
= | to place the eight —
people in a row



A-80 Appendix B Solutions and Hints to Selected Exercises

= 8! — 10,080 = 40,320 — 10,080
= 30,240
14. number of variable names
__ | number of numeric number of string
~ | variable names variable names

= (26 +26-36) + (26 +26-36) = 1,924

15. Hint: In exercise 14 note that

1
26 +26-36 =262 36F.
k=0

Generalize this idea here. Use Theorem 5.2.3 to evaluate
the expression you obtain.
16. a. 10-9-8-7-6-5-4 = 604,800
number of phone numbers with
,:at least one repeated digit :|

_ [total number of | | number of phone numbers
" | phone numbers with no repeated digits

=107 — 604, 800 = 9,395,200
¢. 9,395,200/107 = 93.95%
18. a. Proof: Let A and B be mutually disjoint events in a sam-
ple space S. By the addition rule, N(A U B) = N(A) +
N (B). Therefore, by the equally likely probability for-

mula,
_N(AUB) N(A)+ N(B)
P(AUB) = NG NS)
_ N(4) N(B)
= —N(S) + —N(S) = P(A) + P(B).

19. Hint: Justify the following answer: 39-38-38.

20. a. Identify the integers from 1 to 100,000 that contain the
digit 6 exactly once with strings of five digits. Thus, for
example, 306 would be identified with 00306. It is not
necessary to use strings of six digits, because 100,000
does not contain the digit 6. Imagine the process of
constructing a five-digit string that contains the digit 6
exactly once as a five-step operation that consists of fill-
ing in the five digit positions — . __ __ __.

2

Step 1: Choose one of the five positions for the 6.

Step 2: Choose a digit for the left-most remaining posi-
tion.

Step 3: Choose a digit for the next remaining position to
the right.

Step 4: Choose a digit for the next remaining position to
the right.

Step 5: Choose a digit for the right-most position.

Since there are 5 choices for step 1 (any one of the
five positions) and 9 choices for each of steps 2-5 (any
digit except 6), by the multiplication rule, the number of
ways to perform this operation is 5-9:9-9.9 = 32, 805.
Hence there are 32,805 integers from 1 to 100,000 that
contain the digit 6 exactly once.

21. Hint: The answer is 2/3.

23. a. Let A = the set of integers that are multiples of 4 and
B = the set of integers that are multiples of 7. Then
A N B = the set of integers that are multiples of 28.

But n(A) = 250 since 12345678...999 1000,

¢ ¢ ¢
4.1 4.2... 4.250

or, equivalently, since 1,000 = 4-250.

Also n(B) = 142 since 1234567...14... 994995...1000

O ¢
7-1 7-2...7-142

or, equivalently, since 1,000 = 7-142 + 6.

— 35 since123...28...56... 980. .. 1000,
¢ ¢
28-1 28-2...28-35
or, equivalently, since 1,000 = 2835 + 20.
Son(AU B) =250+ 142 — 35 = 357.

25. a.  Length0: ¢
Length 1: 0, 1
Length 2: 00, 01, 10, 11
Length 3: 000, 001, 010, 011, 100, 101, 110
Length 4: 0000, 0001, 0010, 0011, 0100, 0101, 0110,
1000, 1001, 1010, 1011, 1100, 1101

b. By part (a),do = 1, d1 =2, dy =4, dy =1,
and dy = 13.

c. Let k be an integer with k > 3. Any string of length &
that does not contain the bit pattern 111 starts either
with a 0 or with a 1. If it starts with a 0, this can
be followed by any string of k — 1 bits that does not
contain the pattern 111. There are dj_, of these. If the
string starts with a 1, then the first two bits are 10 or 11.
If the first two bits are 10, then these can be followed by
any string of & — 2 bits that does not contain the pattern
111. There are d;_, of these. If the string starts with a
11, then the third bit must be 0 (because the string does
not contain 111), and these three bits can be followed by
any string of k — 3 bits that does not contain the pattern
111. There are d,_3 of these. Therefore, for all integers
k= 3,dp = dpy + dp—r + di—s.

d. Byparts(b)and (¢),ds =ds +ds+dr, =13 +7+4 =
24, This is the number of bit strings of length five that
do not contain the pattern 111.

26. ¢. Hint: sy = 2851 + 255>
e. Hint: For all integers n > 0,
o= BE2 g B2
2v3 243
28. a. a3 = 3 (The three permutations that do not move more
than one place from their “natural” positions are 213,
132, and 123.)
29. a. 11001010, = 2 + 23 426 4+ 27 = 202,
00111000, = 2% 4 2 ++2° = 56,
01101011, = 142+ 23 +2° +2° = 107,
11101110, =2+ 2% + 23 + 27 426 427 =238
So the answer is 202.56.107.238.

andn(ANB)

(l _ \/g)n.
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31.

B

&

B

b. The network ID for a Class A network consists of
8 bits and begins with 0. If all possible combina-
tions of eight 0’s and 1’s that start with a 0 were
allowed, there would be 2 choices (0 or 1) for each
of the 7 positions from the second through the eighth.
This would give 27 = 128 possible ID’s. But because
neither 00000000 nor 01111111 is allowed, the total
is reduced by 2, so there are 126 possible Class A
networks.

Let w.x.y.z be the dotted decimal form of the IP
address for a computer in a Class A network. Because
the network IDs for a Class A network go from
00000001 (= 1) through 01111110 (= 126), w can be
any integer from 1 through 126. In addition, each of
x,y, and z can be any integer from 0 (= 00000000)
through 255 (= 11111111), except that x,y, and z
cannot all be 0 simultaneously and cannot all be 255
simultaneously.

C.

Twenty-four positions are allocated for the host ID in a
Class A network. If each could be either O or 1, there
would be 2% = 16,777,216 possible host IDs. But nei-
ther all 0’s nor all I’s is allowed, which reduces the total
by 2. Thus there are 16,777,214 possible host IDs in a
Class A network.

i. Observe that 140 = 128 + 8 + 4 = 10001100, which
begins with 10. Thus the IP address comes from a
Class B network. An alternative solution uses the
result of Example 9.3.5: Network IDs for Class B net-
works range from 128 through 191. Thus, since 128 <
140 < 191, the given IP address is from a Class B
network.

a. There are 12 possible birth months for A, 12 for B, 12

for C, and 12 for D, so the total is 12% = 20,736.

If no two people share the same birth month, there are
12 possible birth months for A, 11 for B, 10 for C, and
9 for D. Thus the total is 12-11-10-9 = 11,880.

If at least two people share the same birth month,
the total number of ways birth months could be asso-
ciated with A, B,C, and D is 20,736 — 11,880 =
8,856.

The probability that at least two of the four people share

. . 8856 A~
the same birth month is 20736 = 42.7%.

C.

.

When there are five people, the probability that at least

5_17.11-10-9-
two share the same birth month is W

= 61.8%, and when there are more than five people,
the probability is even greater. Thus, since the proba-
bility for four people is less than 50%, the group must
contain five or more people for the propability to be
at least 50% that two or more share the same birth
month.

€.

b

32. Hint: Analyze the solution to exercise 31.
33. a. The number of students who checked at least one of

the statements is N(H) + N(C) + N(D) = N(H N C)
—N(NAD)—N(CND)+NHNCND) =
28+26+14—14—4—-8+2=45
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b. By the difference rule, the number of students who
checked none of the statements is the total number of
students minus the number who checked at least one
statement. This is 100 — 45 = 55.

d. The number of students who checked #1 and #2 but not
#3iSN(HNC)—-N(NNCND)=14-2=12.

35. Let
M = the set of married people in the sample,

37

40,

Y = the set of people between 20 and 30 in the sample, and
F = the set of females in the sample.

Then the number of people in the set M UY U F is less
than or equal to the size of the sample. And so

1,200> N(MUY UF)
=NM)+NX)+N(F)—NMNY)
—NMNF)—NYNF)+ N(MNYNF)
= 675+ 682 4 684 — 195 — 467 — 318 + 165
= 1,226.

This is impossible since 1,200 < 1,226, so the polltaker’s
figures are inconsistent. They could not have occurred as a
result of an actual sample survey.

Let A be the set of all positive integers less than 1,000
that are not multiples of 2, and let B be the set of all
positive integers less than 1,000 that are not multiples of
5. Since the only prime factors of 1,000 are 2 and 5, the
number of positive integers that have no common factors
with 1,000 is N(A N B). Let the universe U be the set of
all positive integers less than 1,000. Then A€ is the set of
positive integers less than 1,000 that are multiples of 2,
B¢ is the set of positive integers less than 1,000 that are
multiples of 5, and A N B is the set of positive integers
less than 1,000 that are multiples of 10. By one of the pro-
cedures discussed in Section 9.1 or 9.2, it is easily found
that N(A°) =499, N(B) =199, and N(A° N B) =99.
Thus, by the inclusion/exclusion rule,

N(A°U Bf) = N(A°) + N(B°) — N(A°N B°)
=499 + 199 — 99 = 599.

But by De Morgan’s law, N(A°U B¢) = N((A N B)°),
and so

N((AN B)°) = 599. *)

Now since (AN B)° =U — (AN B), by the difference
rule we have

N{(ANB)*)=NU)—- N(AN B). (**)

Equating the right-hand sides of (x) and (xx) gives N(U) —
N(AN B)=599. And because N(U) =999, we con-
clude that 999 — N (A N B) = 599, or, equivalently, N(A N
B) =999 — 599 = 400. So there are 400 positive integers
less than 1,000 that have no common factor with 1,000.
Hint: Let A and B be the sets of all positive integers less
than or equal to n that are divisible by p and g, respectively.
Then ¢(n) =n — (N(A U B)).
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42. c.

43. c.
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Hint: If k > 6, any sequence of k games must begin
with W, LW, or LLW, where L stands for “lose” and
W stands for “win.”

Hint: Divide the set of all derangements into two
subsets: one subset consists of all derangements in
which the number 1 changes places with another
number, and the other subset consists of all derange-
ments in which the number 1 goes to position i # 1
but i does not go to position 1. The answer is d =
(k — )dy—, + (k — 1)d;_,. Can you justify it?

48. Hint: Use the associative law for sets and the gen-
eralized distributive law for sets from exercise 37,
Section 6.2.

49, Hint: Use the solution method described in Section 5.8.
The answer is s; = 28,1 + 3532 fork > 4.

Section 9.4

1. a. No. For instance, the aces of the four different suits

could be selected.

b. Yes. Let x;, xa, X3, x4, X5 be the five cards. Consider the

function S that sends each card to its suit.
5 cards (pigeons) 4 suits (pigeonholes)

N
—

eclub
S(x;) = the suit .
of i e diamond

1
e heart

e spade

By the pigeonhole principle, S is not one-to-one:
S(x;) = S(x;) for some two cards x; and x;. Hence at
least two cards have the same suit.

3. Yes. Denote the residents by xy, xa, ..., Xs00. Consider the
function B from residents to birthdays that sends each resi-
dent to his or her birthday:

500 residents (pigeons)

366 birthdays (pigeonholes)

B
—

B(x;) = the birthday
of x;

4 integers (pigeons)

By the pigeonhole principle, B is not one-to-one: B(x;) =
B(x;) for some two residents x; and x;. Hence at least two
residents have the same birthday.

5. a. Yes. There are only three possible remainders that can

be obtained when an integer is divided by 3: 0, 1, and
2. Thus, by the pigeonhole principle, if four integers are
each divided by 3, then at least two of them must have
the same remainder.

More formally, call the integers n,,n,, n3, and ng,
and consider the function R that sends each inte-
ger to the remainder obtained when that integer is
divided by 3:

3 remainders (pigeonholes)

R
—

R(n;) = the remainder
obtained when n;
is divided by 3

By the pigeonhole principle, R is not one-to-one,
R(n;) = R(n;) for some two integers n; and n;. Hence
at least two integers must have the same remainder.

. No. For instance, {0, 1,2} is a set of three inte-

gers no two of which have the same remainder when
divided by 3.

7. Hint: Look at Example 9.4.3.
9. a. Yes.

Solution 1: Only six of the numbers from 1 to 12 are
even (namely, 2, 4, 6, 8, 10, 12), so at most six even
numbers can be chosen from between 1 and 12 inclu-
sive. Hence if seven numbers are chosen, at least one
must be odd.

Solution 2: Partition the set of all integers from 1
through 12 into six subsets (the pigeonholes), each con-
sisting of an odd and an even number: {1, 2}, {3, 4},
{5,6}, {7,8},{9,10}, {11, 12}. If seven integers (the
pigeons) are chosen from among 1 through 12, then, by
the pigeonhole principle, at least two must be from the
same subset. But each subset contains one odd and one
even number. Hence at least one of the seven numbers
is odd.

Solution 3: Let S = {x|, x, X3, X4, X5, X6, X7} be a set of
seven numbers chosen from the set 7 = {1, 2, 3,4, 5, 6,
7,8,9,10,11, 12}, and let P be the following par-
tition of T:{1,2}, {3,4}, {5,6}, {7,8}, {9, 10}, and
{11, 12}. Since each element of S lies in exactly one
subset of the partition, we can define a function F
from S to P by letting F(x;) be the subset that
contains x;.



10.

12

14.

17.

20
22.

24.

25.

S (pigeons)

P (pigeonholes)

F
—
F(x;) = the subset
that
contains x;

Since S has 7 elements and P has 6 elements, by the
pigeonhole principle, F is not one-to-one. Thus two dis-
tinct numbers of the seven are sent to the same subset,
which implies that these two numbers are the two dis-
tinct elements of the subset. Therefore, since each pair
consists of one odd and one even integer, one of the
seven numbers is odd.

b. No. For instance, none of the 10 numbers 1, 3, 5, 7, 9,
11, 13, 15, 17, 19 is even.

Yes. There are n even integers in the set {1,2,3, ..., 2n},
namely 2(=2-1),4(=2-2),6(=2-3),...,2n(=2-n).
So the maximum number of even integers that can be cho-
sen is n. Thus if n + 1 integers are chosen, at least one of
them must be odd.

The answer is 27. There are only 26 black cards in a stan-
dard 52-card deck, so at most 26 black cards can be chosen.
Hence if 27 are taken, at least one must be red.

There are 61 integers from 0 to 60 inclusive. Of these, 31
areeven (0=2-0,2=2-1,4=2-2,...,60 =2-30) and
so 30 are odd. Hence if 32 integers are chosen, at least one
must be odd, and if 31 integers are chosen, at least one must
be even.

The answer is 8. (There are only seven possible remainders
for division by 7: 0, 1, 2, 3,4, 5, 6.)

The answer is 20,483 [namely, 0, 1,2, ..., 20482].

This number is irrational; the decimal expansion neither ter-
minates nor repeats.

Let A be the set of the thirteen chosen numbers, and let B
be the set of all prime numbers between 1 and 40. Note that
B =1{2,3,5,7,11, 13,17, 19, 23,29, 31, 37}. For each x
in A, let F(x) be the smallest prime number that divides x.
Since A has 13 elements and B has 12 elements, by the
pigeonhole principle F is not one-to-one. Thus F(x;) =
F (x) for some x| # x, in A. By definition of F, this means
that the smallest prime number that divides x, equals the
smallest prime number that divides x,. Therefore, two num-
bers in A, namely x; and x,, have a common divisor greater
than 1.

Yes. This follows from the generalized pigeonhole princi-
ple with 30 pigeons, 12 pigeonholes, and k = 2, using the
fact that 30 > 2-12.

26.

29.

31.
32.

33.

35.

36.

37.

38.
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No. For instance, the birthdays of the 30 people could be
distributed as follows: three birthdays in each of the six
months January through June and two birthdays in each of
the six months July through December.

The answer is x = 3. There are 18 years from 17 through
34. Now 40 > 18-2, s0 by the generalized pigeonhole prin-
ciple, you can be sure that there are at least x = 3 stu-
dents of the same age. However, since 18-3 > 40, you can-
not be sure of having more than three students with the
same age. (For instance, three students could be each of
the ages 17 through 20, and two could be each of the ages
from 21 through 34.) So x cannot be taken to be greater
than 3.

Hint: Use the same type of reasoning as in Example 9.4.6.

Hints: (1) The number of subsets of the six integers is
26 = 64. (2) Since each integer is less than 13, the largest
possible sum is 57. (Why? What gives this sum?)

Hint: The power set of A has 26 = 64 elements, and so
there are 63 nonempty subsets of A. Let k be the small-
est number in the set A. Then the sums over the elements in
the nonempty subsets of A lie in the range from k through
k4104114124134 14 = k + 60. How many num-
bers are in this range?

Hint: Let X be the set consisting of the given 52 pos-
itive integers, and let Y be the set containing the fol-
lowing elements: {00}, {50}, {01, 99}, {02, 98}, {03, 97},
..., {48,52}, {49, 51}. Define a function F from X to Y
by the rule F(x) = the set containing the last two dig-
its of x. Use the pigeonhole principle to argue that F
is not one-to-one, and show how the desired conclusion
follows.

Hint: Represent each of the 101 integers x; as a;2% where a;
isoddand k; > 0. Now | < x; <200,andso 1 < a; < 199
for all i. There are only 100 odd integers from 1 to 199
inclusive.
b. Hint: For each k=1,2,...,n, let g =x,+x, +
-+« + x;. If some g, is divisible by n, then the problem
is solved: the consecutive subsequence is xy, x, . . ., Xx.
If no g, is divisible by n, then a;, ay, a3, ..., a, sat-
isfies the hypothesis of part (a). Hence a; —a; is
divisible by n for some integers i and j with j > i.
Write a; — a; in terms of the x;’s to derive the given
conclusion.
Hint: Let ay, ay, ..., a,2,, be any sequence of n? + 1 dis-
tinct real numbers, and suppose that this sequence con-
tains neither a strictly increasing subsequence of length
n+1 nor a strictly decreasing subsequence of length
n+ 1. Let S be the set of all ordered pairs of integers
(i,d), where 1 <i <n and 1 <d <n. For each term
a, in the sequence, let F(ay) = (i, di), where iy is the
length of the longest increasing sequence starting at a,
and d; is the length of the longest decreasing sequence
starting at a;. Suppose that F is one-to-one and derive a
contradiction.
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Section 9.5

1. a. 2-combinations: {x1, x2}, {x1, x3}, {x2, x3}.

Hence, (;) =3,

b. Unordered selections: {a, b, ¢, d}, {a, b, c, e},
{a,b,d,e},{a,c,d, e}, {b,c,d, e}

Hence, (i) =35.
7
3. PO, 2= <2> 2!
6 6! A
5. a (()) = Bi6-0) — 16 =1
6 6! 65
b() TiG6-1)! l)':7—6

6. a. number of committees of 6

(15 _ 13!
“\6) 7 (15-6)6!

7 5
15413511090

NOEBAZZ
number of committees
b. | that don’t contain A
and B together
number of number of

committees with B
and five others—
none of them A

committees with A
and five others—
none of them B

[number of committees]

with neither A nor B
13 13 13
(5)+(5)+ (%)

= 1,287 + 1,287 + 1,716 = 4,290

Alternative solution:

number of committees
that don’t contain A
and B together

__ | total number number of committees
| of committees that contain both A and B

_ 15y _ 113
—\6 4
= 5,005 — 715 = 4,290

number of number of
c. | committees with | 4+ | committees with
both A and B neither A and B

13 13
= <4)+<6> =71541,716 = 2,431

number of subsets number of subsets
d. (i) | of three men of three women

chosen from eight chosen from seven

8\ (7
= <3> <3) =56-35=1,960

(ii) number of committees
with at least one woman

B [total number of] 3 [number of all-ma]e]

committees committees
15 8
= — = 5,005 — 28
(5)-(9)=
=4,977
number of number of
e. | ways to choose ways to choose two
two freshmen sophomores

number of ways number of ways
to choose two juniors to choose two seniors

-()C)E)E)

= 540
8. Hint: The answers are a. 1001, b. (i) 420, (ii) all 1001
require proof, (iii) 175, ¢. 506, d. 561

.b. (3)(5) + () + GV + (6)6) =

11. a.(1) 4 (because there are as many royal flushes as there
are suits)

4 -~
= 37508.960 — 0.0000015

(2) ')
(5)
c.(1) 13'(1) = 624 (because one can first choose the
denomination of the four-of-a-kind and then choose
one additional card from the 48 remaining)

) 2
@) (63;24) = 5303555 = 0.00024
5

f.(1) Imagine constructing a straight (including a straight
flush and a royal flush) as a six-step process: step 1 is
to choose the lowest denomination of any card of the
five (which can be any one of A, 2, ..., 10), step 2
is to choose a card of that denomination, step 3 is to
choose a card of the next higher denomination, and
so forth until all five cards have been selected. By the
multiplication rule, the number of ways to perform
this process is

(O -noo

By parts (a) and (b), 40 of these numbers represent
royal or straight flushes, so there are 10,240 — 40 =
10,200 straights in all.

10200 10200
( ) 7,598,960 — 0-0039
5

)



13. a. 2'9=1,024
number of outcomes
with at least one head

__ | total number __ | number of outcomes
~ | of outcomes with no heads
=1,024 — 1 =1,023

15. a. 50 b.50
¢. To get an even sum, both numbers must be even or both
must be odd. Hence

number of subsets of two integers from
1 to 100 inclusive whose sum is even

number of subsets number of subsets

__ | of two even of two odd

~ | integers chosen from integers chosen from
the 50 possible the 50 possible

50 50
S (2)+ (%) =205
d. To obtain an odd sum, one of the numbers must be even

and the other odd. Hence the answer is (510 ) . 50)

2,500. Alternatively, note that the answer equals the
total number of subsets of two integers chosen from 1
through 100 minus the number of such subsets for which
the sum of the elements is even. Thus the answer is

(*F) - 2.450 = 2,500.

17. a. Two points determine a line. Hence

number of straight number of subsets
lines determined | = | of two points
by the ten points chosen from ten

(5)->

10!
19. a. ——— =151,200 since there are 2 A’s, 1 B,
21111312111 H.3Ls. 20 and 10
8! 9!
b S = %0 1o = 5120

23. Rook must move seven squares to the right and seven
squares up, so

he number
the number of :) £ orderines
paths the rook | = ¢ Rg’ where R stands
can take of seven S, for “right” and U
and seven U’s stands for “up”
14!

24. b. Solution 1: One factor can be 1, and the other factor can
be the product of all the primes. (This gives 1 factoriza-
tion.) One factor can be one of the primes, and the other
factor can be the product of the other three. (This gives

(‘1‘) = 4 factorizations.) One factor can be a product of
two of the primes, and the other factor can be a product

9.5 Solutions and Hints to Selected Exercises A-85

of the two other primes. The number (;) = 6 counts

all possible sets of two primes chosen from the four
primes, and each set of two primes corresponds to a
factorization. Note, however, that the set {p,, p,} cor-
responds to the same factorization as the set {ps, p.},
namely, p; p; p3 ps (just written in a different order). In
general, each choice of two primes corresponds to the
same factorization as one other choice of two primes.
Thus the number of factorization“s in which each factor

is a product of two primes is % = 3. (This gives 3

factorizations.) The foregoing cases account for all the
possibilities, so the answeris 4 +3 4+ 1 = 8.

Solution 2: Let S = {py, p, p3, ps}. Let pypap3ps =
P, and let f) f> be any factorization of P. The product
of the numbers in any subset A C S can be used for f;,
with the product of the numbers in A€ being f,. There
are as many ways to write f) f, as there are subsets
of S, namely 2* = 16 (by Theorem 6.3.1). But given
any factors fi and f,, fi f = f2f1. Thus counting the
number of ways to write f| f, counts each factorization
twice, so the answer is % =38.

25. a. There are four choices for where to send the first ele-
ment of the domain (any element of the co-domain may
be chosen), three choices for where to send the second
(since the function is one-to-one, the second element of
the domain must go to a different element of the co-
domain from the one to which the first element went),
and two choices for where to send the third element
(again since the function is one-to-one). Thus the answer
is4-3.2 =24,

b. none

. Hint: The answerisn(n — 1)---(n —m + 1).

26. a. Let the elements of the domain be called a, b, and ¢ and
the elements of the co-domain be called u and v. In order
for a function from {a, b, c} to {u, v} to be onto, two ele-
ments of the domain must be sent to # and one to v, or
two elements must be sent to v and one to . There are as
many ways to send two elements of the domain to « and
one to v as there are ways to choose which elements of

(]

{a, b, c} to send to u, namely, (;) = 3. Similarly, there

are (g) = 3 ways to send two elements of the domain
to v and one to u. Therefore, there are 3 + 3 = 6 onto
functions from a set with three elements to a set with
two elements.

¢. Hint: The answer is 6.

d. Consider functions from a set with four elements to
a set with two elements. Denote the set of four ele-
ments by X = {a, b, ¢, d} and the set of two elements
by Y = {u, v}. Divide the set of all onto functions from
X to Y into two categories. The first category consists
of all those that send the three elements in {a, b, ¢} onto
{u, v} and that send d to either u or v. The functions in
this category can be defined by the following two-step
process:
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27.

28

by

31.

Step 1: Construct an onto function from f{a,b,c} to
{u, v}.
Step 2: Choose whether to send d to u or to v.

By part (a), there are six ways to perform step 1, and,
because there are two choices for where to send d, there
are two ways to perform step 2. Thus, by the multiplication
rule, there are 6-2 = 12 ways to define the functions in the
first category.

The second category consists of all those onto functions
from X to Y that send all three elements in {a, b, c} to
either u or v and that send d to whichever of u or v
is not the image of the others. Because there are only
two choices for where to send the elements in {a, b, c},
and because d is simply sent to wherever the others
do not go, there are just two functions in the second
category.
Every onto function from X to Y either sends at least two
elements of X to f(d) or it does not. If it sends at least
two elements of X to f(d) then it is in the second cat-
egory. If it does not, then the image of {a, b, c} is {u, v}
and so the “restriction” of the function to {a, b, ¢} is onto.
Therefore, the function is one of those included in the
first category. Thus all onto functions from X to Y are
in one of the two categories and no function is in both
categories, and so the total number of onto functions is
1242 =14
Hints: a. (i) g is one-to-one (ii) g is not onto
b. G is onto. Proof: Suppose y is any element of R.
[We must show that there is an element x in R such that
G(x) = y. Use of scratch work to determine what x would
have to be if it exists shows that x would have to equal
(y + 5)/4. The proof must then show that x has the neces-
sary properties.] Let x = (y + 5)/4. Then (1) x € R, and
(2) GxX)=G((y+5/H =4 +5/4-5=0U+
5) — 5 = y [as was to be shown].
a. A relation on A is any subset of A x A, and A x A
has 82 = 64 elements. So there are 2% binary relations
on A.

¢. Form a symmetric relation by a two-step process: (1)
pick a set of elements of the form (a, a) (there are eight
such elements, so 28 sets); (2) pick a set of pairs of ele-
ments of the form (a, b) and (b, a) where a # b (there
are (64 — 8)/2 = 28 such pairs, so 22 such sets). The
answer is therefore 28 - 228 = 2%,

Hint: Use the difference rule and the generalization of the
inclusion/exclusion rule for 4 sets. (See exercise 48 in Sec-
tion 9.3.)

Call the set X, and suppose that X = {x;, x2,..., X, }.
For each integer i =0,1,2,...,n — 1, we can consider
the set of all partitions of X (let’s call them parti-
tions of type i) where one of the subsets of the parti-
tion is an (i + 1)-element set that contains x, and i ele-
ments chosen from {xi,...,x,_1}. The remaining sub-
sets of the partition will be a partition of the remain-
ing (n — 1) — i elements of {xi, ..., x,_1}. For instance,

33.
36

38.

if X = {x1, X2, x3}, there are five partitions of the various
types, namely,

Type 0: two partitions where one set is a 1-element set con-
taining x3: [{x3}, {x1}, {x2}], [{x3}, {x1, x2}]

Type 1: two partitions where one set is a 2-element set con-
taining x3: [{x1, X3}, {x2}], [{x2, x3}, {x:}]

Type 2: one partition where one set is a 3-element set con-
taining x3: {x;, X2, X3}

In general, we can imagine constructing a partition of type
i as a two-step process:

Step 1: Select out the i elements of {xi, ..
together with x,,

Step 2: Choose any partition of the remaining (n — 1) — i
elements of {x,...,x,_;} to put with the set
formed in step 1.

., Xp—1} to put

There are (",Tl) ways to perform step 1 and Pg,_1y_; ways
to perform step 2. Therefore, by the multiplication rule,
there are (') Py—1)—; partitions of type i. Because any
partition of X is of type i forsome i =0,1,2,...,n—1,
it follows from the addition rule that the total number of
partitions is

-1 -1
(no )Pn—l+(n1 )Pn—Z
n—1 n—1
+ (7 Ym0

Ss‘z = S4‘l +2$4_2 =1 +2~7 =15
Proof (by mathematical induction): Let the property P(n)
be the equation S, , = 2"~! — 1.

Show that P(2) is true:

We must show that S, = 227! — 1. By Example 9.5.13,
S22 =1,and2>"' — 1 =2—1=1also. So P(2) is true.

Show that for all integers k > 2, if P(k) is true, then
P(k+1) is true:

Let k be any integer with & > 2, and suppose that S, =
2k=1 _ 1. [Inductive hypothesis.] We must show that
Skprg = 2%+D-1 — 1 = 2% — 1. But according to Exam-
ple 9513, Sk+1'2 = Sk,l +2Sk‘2 and Sk,l = 1 So by sub-
stitution and the inductive hypothesis,

Sipr2=1+28,=1+22"~-1)
=142-2=2¢~1

[as was to be shown].

Hint: Observe that the number of onto functions from
X = {x), x2, x3, x4} to Y = {y|, y2, y3} is S43-3! because
the construction of an onto function can be thought of as a
two-step process where step 1 is to choose a partition of X
into three subsets and step 2 is to choose, for each subset of
the partition, an element of Y for the elements of the subset
to be sent to.



Section 9.6

1.

5.

8.

10.

W ()= ()=t

b. The three elements of the set are 1, 2 and 3. The

5-combinations are [1, 1, 1, 1, 1], [1, 1, 1, 1, 2],
(11,1, 1,31 (1,1,1,2,2],[1,1,1,2,3], [1, 1, 1, 3, 3],
[1,1,2,2,2],[1,1,2,2,3],(1, 1,2, 3,3],[1, 1, 3, 3, 3],
[1,2,2,2,2),[1,2,2,2,3],[1,2,2,3,3], [1,2, 3,3, 3],
[1,3:3,3,31,12,2, 2, 2,2], [2, 2,2,2; 31, 2,2, 2, 3,3,
[2,2,3,3,3],[2,3,3,3,3],and [3, 3, 3, 3, 3].

65

o () 85

(7Y = @) =553

b. If at least three are eclairs, then 17 additional pastries
are selected from six kinds. The number of selections is

(5) = (2) =25,

Note: In parts (a) and (b), it is assumed that the selec-
tions being counted are unordered.

¢. Let 7' be the set of selections of pastry that may be any
one of the six kinds, let E5 be the set of selections con-
taining three or more eclairs, and let E, be the set of
selections containing two or fewer eclairs. Then

N(E<) = N(T) — N(E=3)  because T = E< U E=3

andE<; NE>3 =0
= 53,130 — 26,334 by parts (a) and (b)
= 26, 796.

Thus there are 26,796 selections of pastry containing at
most two eclairs.
The answer equals the number of 4-combinations with rep-
etition allowed that can be formed from a set of n elements.
Itis

4+n—-1\ _ (n+3
4 - 4
n+3)n+2)(n+ Hnp—"11
- Hp—T1)1

_ nn—+1)(n+2)(n + 3)
— o :

As in Example 9.6.4, the answer is the same as the num-
ber of quadruples of integers (i, j, k, m) for which 1 <i <

J <k <m < n. By exercise 5, this number is (”13) =
nn+1)(n+2)(n+3)
24 g

Think of the number 20 as divided into 20 individual units
and the variables x;, x,, and x5 as three categories into
which these units are placed. The number of units in cat-
egory x; indicates the value of x; in a solution of the equa-
tion. By Theorem 9.6.1, the number of ways to select 20

A . (204351 22
objects from the three categories is ( g ) = (20) =

20
@ = 231, so there are 231 nonnegative integer solu-

tions to the equation.

9.6 Solutions and Hints to Selected Exercises A-87

11. The analysis for this exercise is the same as for exercise

10 except that since each x; > 1, we can imagine taking 3
of the 20 units, placing one in each category x,, x,, and
x3, and then distributing the remaining 17 units among
the three categories. The number of ways to do this is
(]7—’;;_]) = (:3) = 19—21—8 = 171, so there are 171 pos-
itive integer solutions to the equation.

16. a. Let L.; be the set of selections that include at least

seven cans of lemonade. In this case an additional eight
cans can be selected from the five types of soft drinks,

and so
= 2
N(Lsy) = <8+§ ]) - (18‘> = 495,

Let T be the set of selections of cans in which the soft
drink may be any one of the five types, and let L4 be
the set of selections that contain at most six cans of
lemonade. Then

because T = L<g U L>7
and L<¢ N Lz7_= ) B
by the above and part (a)
of Example 9.6.2

N(L<¢) = N(T) — N(Lx7)
3,876 — 495
= 3,381.

Thus there are 3,381 selections of fifteen cans of soft
drinks that contain at most six cans of lemonade.

b. Let R.s be the set of selections containing at most five
cans of root beer, and let L4 be the set of selections
containing at most six cans of lemonade. The answer
to the question can be represented as N(R<s N Lg).
As in part (a), let T be the set of all the selections of
fifteen cans in which the soft drink may be any one
of the five types. If you remove all the selections con-
taining at least six cans of root beer or at least seven
cans of lemonade from 7', then you are left with all
the selections containing at most five cans of root beer
and at most six cans of lemonade. Thus, in the nota-
tion of part (a) and Example 9.6.2, N(R<s N L) =
N(T) — N(Rs¢ U Lx7).

Use the inclusion/exclusion rule as follows to compute
N(Rs¢ U Ls7):

N(Rz6U Lz7) = N(R>6) + N(Lz7) — N(Rs6 N Ls7).

To find N(R>s N L=7), observe that if at least six cans
of root beer and at least seven cans of lemonade are
selected, then at most two additional cans of soft drink
can be chosen from the other three types to make up the
total of fifteen cans. A selection of two such cans can be
represented by a string of 2x’s and 3|’s, and a selection
of one such can can be represented by a string of 1x
and 3|’s. Hence

24+3-1 14+3-1
tanten= (1)« (1)

() ors-o
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It follows that

N(RsgU Ls7) = N(Rse) + N(L=7) by the inclusion/

exclusion rule

— N(R>¢ N Lx7)
=715+495—-15 by part (a), the
—1.201 computation
- : above, and part (b)
of Example 9.6.2

Putting together the information from earlier in the
solution gives that
N(R<s N L) = N(T) — N(RscU Lx7)
= 3,876 — 1,201 = 2,675.
Thus there are 2,681 selections of fifteen soft drinks that

contain at most five cans of root beer and at most six
cans of lemonade.

17. Hints: a. The answer is 10,295,472. b. See the solution to

part (c) of Example 9.6.2. The answer is 9,949,368. ¢. The
answer is 9,111,432,

d. Let T denote the set of all the selections of thirty
balloons, let R, denote the set of selections contain-
ing at most twelve red balloons, let B.g denote the set
of selections containing at most eight blue balloons, let
R- 3 denote the set of selections containing at least thir-
teen red balloons, and let B-y denote the set of selections
containing at least nine blue balloons.. Then the answer
to the question can be represented as N (R<j2 N B<g). Out
of the total of all the balloon selections, if you remove
the selections containing at least thirteen red or at least
nine blue balloons, then you are left with the selections
containing at most twelve red and at most eight blue
balloons. Thus N(R<j» N B<g) = N(T) — N(Rx13 U Bxo).
Compute N(Rs13 N Bsg), and use the inclusion/exclusion
rule to find N(R213 U Bzg).

19. Hints: The answers are a. 51,128 b. 46,761

Section 9.7

1. (”) e o

0 0!l(n — 0)! 141
3 (n)_ n! _n.-(n—l)-M
\2) T m-12t T =212
nn—1)

2

5. Proof: Suppose n and r are nonnegative integers and r < n.

Then

n n!
r) T o —r)!

n! ]
= i - since n —(n—r) =
n—m—=r))n-—r)! Abifl - iF
n! by interchanging the

. n—r)(n—(n—r))!

-(.%)

by Theorem 9.5.1

by Theorem 9.5.1.

factors in the denominator

6.

10.

13.

Solution 1: Apply formula (9.7.2) with m + k in place of n.
This is legal because m + k > 1.
Solution 2:
( m+k ) _ (m+k)!
m+k—1) " (m+k=D![(m+k)—(m+k—D]!
(m+k) - (m+k—1)!
(m+k—1)!(m+k—m—k+1)!
(m+k) - (m+k—1)!

= -1t =Mtk

Il
i W
FNNV
e A i
+
TN
W W
N’ N’
Il
W
+
a
=]
Il
@

7 21 35 35 21 ¥ 1
Proof by mathematical induction: Let the property P (n) be

the formula
n+1 g
l) (n + 2) _
> = . P(n)
> (5)= ("1

Show that P(1) is true:
To prove P(1) we must show that

141
i\ _ (142
2G5 -
i=2
But

S ()-50)=()=1-()=(1?)
so P (1) is true.

Show that for all integers k > 1, P(k) is true, then P(k+1)
is true:

c. Rowforn=7: 1

Let k be any integer with k > 1, and suppose that

3(:) (")

We must show that

(k%ﬂ ; B (k+1)+2
2] 3 ’

i=2

<~ P(k)
inductive hypothesis



or, equivalently,
2()=(%)
2)7\ 3 )¢
i=2
But the left-hand side of P(k+1) is

20561

i=2 i=]

_(k+2 k+2
-(37)+(37)
_(k+2+1
- 3
_ (k43
= 3 ,

which is the right-hand side of P(k + 1) [as was to be shown].

[Since we have proved the basis step and the inductive step, we
conclude that P(n) is true foralln > 1.]

14. Hint: Use the results of exercises 3 and 13.

«— Pk+1)

by writing the last
term separately

by inductive hypothesis

by Pascal’s formula

17. Hint: This follows by letting m = n = r in exercise 16 and
using the result of Example 9.7.2.

19. 1475+ (0) 2 + () + (s + Q)+ ()x* +
xT =14 Tx 4+ 21x% 4 35x3 + 35x* + 21x5 + 7x5 + x7

21 1460+ (3 =02+ (D) =02 + €)= +
(g)(—x)5 +(=x)®=1—6x+ 15x2 — 20x3 + 15x* —
6x> + x°

4
2. (p-29) =) (2) P (=29)

k=0

= (g) p(=29)° + (‘;) P’(-29)'
+ (;) P (—29)* + (g) p'(—29)°
+ (i) p°(—29)*

> () (3)

IRORGEIC
()G Q=)
() () +Q)()

10 5 1
=x% 4553 +10x+—+—+—

1\°
25, (x+ —)
x

29. The term is (g)x y3 = 84x%y3, so the coefficient is 84.

9.7 Solutions and Hints to Selected Exercises A-89

31 The termis () a%(~2b)" = 79245 (~ 128)6" =
— 101,376a%b’, so the coefficient is —101,376.

33. The term is (') Gp2%(-29)" = ()32 ",
the coefficient is (5 )3*(~2)" = —5, 404,164,480

36. Proof: Leta = 1,letb = —1, and let n be a positive integer.
Substitute into the binomial theorem to obtain

I+ D) =) (Z) Ak

k=0

= Z (Z) (=D*  since 1"* = 1.
k=0

But(1+ (—-1))"=0"=0,so0

0=)" (Z) (=1
k=0

-0+ )0 )

37. Hint:3=1+2

38. Proof: Let m be any integer with m > 0, and apply the bino-
mial theorem with a = 2 and b = —1. The result is

m

[=1"=Q+ D" =) (rln) -1y

= Z( 1y ( )2’""

41. Hint: Apply the binomial theorem with a = —5 andb =1,
and analyze the resulting equation when r is even and when

n is odd.
43. Z (”)5" = Z (”) 1"k5k = (1 4 5)" = 6"
k=0 k k=0 k

w S0y =L ()re-0en
i=0 i=0
2n 2n 2”
47. Z( 1)/( ) —Z<j>lz" I(—x) = (1 = x)™
j=0

a St 50)r ()

. i n n—ini __ . n n—i i __ n __An
53, ;(—l) (i>5 2 _;(,‘)5 (=2 =(5-2"=3
55. b. n(1 +x)"' = Z(Z) kxk1,

k=1
[The term corresponding to k = 0 is zero because

E9=0]

wn
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¢. (i) Substitute x = 1 in part (b) above to obtain

a4+t =) (’;) k-1 = Z (2) k
k=1

k=1

(e

Dividing both sides by n and simplifying gives
L {(n n n n
n—1 __ = .
w =3 (D) +20) 2 )=+

Section 9.8

1. By probability axiom 2, P(#) = 0.

2. a. By probability axiom 3, P(AU B) = P(A) + P(B) =

0.340.5=0.8.

b. Because AUBUC =8,C =S — (AU B). Thus, by
the formula for the probability of the complement
of an event, P(C) = P((AUB)")=1—- P(AUB) =
1-0.8=0.2.

4. By the formula for the probability of a general union
of two events, P(AUB) = P(A)+ P(B) — P(ANB) =
0.84+0.7—0.6=0.9.

7. a. P(AUB)=044+03=0.7
b. P(C)=P((AUB))=1—-P(AUB) =

1-0.7=03

¢c. P(AUC)=04403=07

d. P(A)=1-—PA)=1-04=06

e. P(ANB)=P(AUB))=1—P(AUB) =
1-0.7=03

f. P(A°U B) = P((ANB)*) = P(#°) = P(S) = |

. P(AUB) = P(A)+ P(B) —
04+05-02=0.7
d. P(A°NB)=P(AUB)X)=1—P(AUB) =
—-0.7=0.3
11. Hint: V = (U U (V = U))
12. Hint: Use the fact that forall sets U and V, U U (V — U) =

P(ANB) =

uuv.

13. Hint: (AU A, U---UAp) N Agyy =¥ and
AjUA U~ UApUAg = (AUA U UAYU
Aptr-

14. Solution 1: The net gain of the grand prize winner is
$2,000,000 — $2 = $1,999,998. Each of the 10,000 sec-
ond prize winners has a net gain of $20 — $2 = $18, and
each of the 50,000 third prize winners has a net gain of
$4 — $2 = $2. The number of people who do not win any-
thing is 1,500,000 — 1 — 10,000 —50,000 = 1,439,999,
and each of these people has a net loss of $2. Because all
of the 1,500,000 tickets have an equal chance of winning a

prize, the expected gain or loss of a ticket is
1
————(8$1,999,998 - 18-
7500000 (81,999,998 -1 + $18-10000

+ $2-50000 + (—$2)-1,439,999) = —$0.40.

16.

19.

20.
22.
23.

Solution 2: The total income to the lottery organizer is
$2 (per ticket) - 1,500,000 (tickets) = $3,000,000. The
payout the lottery organizer must make is $2,000,000 +
($20)(10,000) + ($4)(50,000) = $2,400,000, so the net

gain to the lottery organizer is $600,000, which amounts
o $600,000

1,500,000
to a purchaser of a ticket is $0.40.

Let 2, and 2, denote the two balls with the number 2, and

= $0.40 per ticket. Thus the expected net loss

let 5 and 6 denote the other two balls. There are (2) =4
subsets of 2 balls that can be chosen from the urn. The fol-
lowing table shows the sums of the numbers on the balls in
each set and the corresponding probabilities:

Subset Sum s | Probability that the sum = s
(21,25} 4 1/6
{21,5},{22,5}) | 7 2/6
{21,61{2,,6} |8 2/6
{5, 6} 11 1/6

. 1 2 2 1
Sotheexpectedvaluelsél-g+7'g+8'6 +11: g =7.3.

The following table displays the sum of the numbers show-
ing face up on the dice:

1 2 3 4 3 6
1 2 3 4 5 6 i
2 3 4 5 6 7 8
3 4 5 6 i 8 9
- 5 6 7 8 9 10
5 6 7 8 9 10 11
6 7 8 9 10 11 12

Each cell in the table represents an outcome whose proba-

bility i is 3¢

2(3 )+3(36)+4( 5)+5(36) +6 (%) + 7 (s6)
+8(3%) +9(356) +10(55 ) +11 (%) +12(3) = 56 =7

Hint: The answer is about 7.7 cents.
Hint: The answer is 1.875.

Hint: To derive P», use the distinct roots theorem from
5300 _520
Section 5.8. The answer is Py = —5‘—005_ = 1

. Thus the expected value of the sum is

Section 9.9

1

3.
4.

P(ANB) 1/6 1

PRy T

P(A|B) 1/2 3
Hint: The answer is 60%.
a. Proof: Suppose S is any sample space and A and B are
any events in S such that P(B) # 0. Note that
(1) AU A° = S by the complement law for U.
(2) BN S = B by the identity law for N.



(3) BN(AUAY) =(ANB)U(A°N B) by the dis-
tributive law and commutative laws for sets.

4) (ANB)N(A“NB) = by the complement law
for M and the commutative and associative laws for
sets.

Thus B =(ANB)U(A°NB), and, by probability

axiom 3, P(B) = P(AN B) + P(A°N B). Therefore,

P(A°N B) = P(B) — P(A N B). By definition of con-

ditional probability, it follows that

P(A°NB) P(B)— P(ANB)

P(A°|B) = P
(B) P(B)
_w:]_pm”g)_
P(B)

. Hints: (1) A= (AN B)U (AN B°).

(2) The answer is P(A | B) =

. a.

P(A) — P(A|B)P(B)

1 — P(B)
Let R; be the probability that the first ball is red, and let
R, be the probability that the second ball is red. Then
R{ is the probability that the first ball is not red, and RS
is the probability that the second ball is not red. The tree
diagram shows the various relations among the proba-
bilities.

R\NR,

RyNRSE

REN R,

RN RS
Then

P(RiNRy) = P(Ry|Ry) P(Ry)
8 5 5
— .= = — =38.5%,
138 13
P(Ry | Ry)-P(Ry)
55 25
= —. .- = — =24%,
138 104 ‘
P(R{ N Ry) = P(Ry| R{)-P(R})
253 25 ~ 249,
T30°8 104 "
P(R{ NRy) = P(Ry | R))- P(RY)
14 3 14
= . —=— =13.5%

39 8 104
So the probability that both balls are red is 5/13, the
probability that the first ball is red and the second is not
is 25/104, the probability that the first ball is not red and
the second ball is red is 25/104, and the probability that
neither ball is red is 14/104.

P(Ry N Ry)

9.9 Solutions and Hints to Selected Exercises A-91

b. Note that

Rz Z(Rszl)U(Ran;) and
(RN Ry) N (R, NRY) =0

Thus the probability that the second ball is red is

P(Ry) = P(R,N Ry) + P(Ry N RY)
5 25 65
—B+m= m:62.5%.

c. If exactly one ball is red, then either the first ball is red
and the second is not or the first ball is not red and the
second is red, and these possibilities are mutually exclu-
sive. Thus

P (exactly one ball is red) = P(R, N Ry) + P(R{ N Ry)
25 25 50

104 T 104 T 104

25
— =48.1%.
52

The probability that both balls are red is P(R, N R,) =
= 38.5%. Then

Il

3
13
P (at least one ball is red) =P (exactly one ball is red)

+ P (both balls are red)
25 5

AT
45

=22 > 86.5%.
52 ’

8. a. Let W, be the event that a woman is chosen on the first
draw,
W, be the event that a woman is chosen on the second
draw,
M, be the event that a man is chosen on the first draw,
M, be the event that a man is chosen on the second draw.

Then P(W,) = % and P(W, | W;) = % and thus

2 3 1
P(WiNWy) = P(W, | W)P(W)) = 9'10= 15 =
63%.
¢. Hint: The answer is % = 46-32- %.
. P(B:NA)
9. Hint: Use the facts that P(B, | A) = TA) and that

(ANB)U(ANB,) = A.
11. a. Let U, be the event that the first urn is chosen, U, the
event that the second urn is chosen, and B the event that
the chosen ball is blue. Then

P(BIU) =13 and P(B|U)= .
12 1 12
P(BNU) = P(BIUNPWU) =153 = 55
Also
8 1 8
P(ANU,) = P(BIU)P(Uy) = 2.1 = &



A-92 Appendix B Solutions and Hints to Selected Exercises

13.

14.

16.

17.

19.

Now B is the disjoint union of BN U; and B N Us. So

P(B)

Thus the probability that the chosen ball is blue is
approximately 46.4%.

b. Given that the chosen ball is blue, the probability that it
came from the first urn is P (U, | B). By Bayes’ theorem
and the computations in part (a),

P(B|Uy)P(U))
P(B|U)PUy) + P(B|Uy) P(Us)

_ (12/19)(0.5)
T (12/19)(0.5) + (8/27)(0.5)

Hint: The answers to parts (a) and (b) are approximately
52.9% and 54.0%, respectively.

Let A be the event that a randomly chosen person tests pos-
itive for drugs, let B; be the event that a randomly cho-
sen person uses drugs, and let B, be the event that a ran-
domly chosen person does not use drugs. Then A€ is the
event that a randomly chosen person does not test positive
for drugs, and P(B;) = 0.04, P(B;) =0.96, P(A|B;) =
0.03, and P(A°| B;) = 0.02. Hence P(A| B;) = 0.97 and
P(A¢| B;) = 0.98.

P(U,|B) =

=68.1%

P(A|B))P(By)
. P(B|A) =
a. P(Bi|A) P(A|B))P(B,)+ P(A| B,)P(By)
_ (0.97)(0.04) N
= 097 0.0 + 003096 %
b. P(B,|A°) = P(A°| B;) P(B,)

P(A¢| B))P(B)) + P(A¢| By) P(By)
B (0.98)(0.96)
~ (0.02)(0.04) + (0.98)(0.96)

Hint: The answers to parts (a) and (b) are 11.25% and
214 %, respectively.

= 99.9%

Proof: Suppose A and B are events in a sample space S,
and P(A|B) = P(A) # 0. Then
P(BNA) P(A|B)P(B)
P(BlA) = =
G =" P(A)
_ P(A)P(B) _
=@ - P(B).

As in Example 6.9.1, the sample space is the set of all 36
outcomes obtained from rolling the two dice and noting the
numbers showing face up on each. Let A be the event that
the number on the blue die is 2 and B the event that the
number on the gray die is 4 or 5. Then
= {21, 22, 23, 24, 25, 26},
B = (14,24, 34,44,54, 64, 15, 25, 35, 45, 55, 65},
AN B ={24,25}).
Since the dlce are fair (so all outcomes are equally likely),
P(A)= 3¢, P(B) = 6 2 and P(ANB) = 26 By defini-
tion of condmonal probability,

and

= P(BNU)+P(BNU) = 32 + 3 =464

23.

25.

27.

2
P(ANB) 36 1
P(AlB):T(B)—= %2‘. =5 and
2
PAﬂB 1
3
12 1
But P(A)=3 and P(B)———S.Hence

P(A|B) = P(B).

Let A be the event that the student answers the first question
correctly, and let B be the event that the student answers
the second answer correctly. Because two choices can be

P(A) and P(B|A) =

eliminated on the first question, P(A) = %, and because no
choices can be eliminated on the second question, P(B) =

. Thus P(A°) = 2 and P(B°) = 3.

wn|—

a. Hint: The probability that the student answers both
questions correctly is

1 2
3515 -63%

b. The probability that the student answers exactly one
question correctly is

P(ANB)= P(A)P(B) =

P((ANB°)U (A°N B))
=P(ANB)+ P(A*NB)

= P(A)P(B) + P(A°)P(B)
1 4, 21 6 2
=33t35=15=5=4%

c. One solution is to say that the probability that the stu-
dent answers both questions incorrectly is P(A° N B),
and P(A° N B°) = P(A°)P(B¢) by the result of exer-
cise 22. Thus the answer is

24 8 1
PAYPB)Y=z-—=—=53-%.
(A P(BY) 35 15 533%

Another solution uses the fact that the event that the student
answers both questions incorrectly is the complement of
the event that the student answers at least one question cor-
rectly. Thus, by the results of parts (a) and (b), the answer

isl—(15+5>———53 %.
Let H; be the event that the result of toss i is heads, and
let T; be the event that the result of toss i is tails. Then
P(H;) =0.7and P(T;) =0.3fori =1, 2.
b. The probability of obtaining exactly one head is
P((HiNTy) U(Ti N Hy))

=PH ND)+ P(TyNH)

= P(H\)P(T») + P(T1) P(H,)

= (0.7)(0.3) + (0.3)(0.7) = 42%.

Hint: The answer is %



28.

29.

30.

31.

a. P(seven heads)

the number of different
ways seven heads can
be obtained in ten tosses

120(0.7)7(0.3)* = 0.267 = 26.7%.

Il

(0.7)7(0.3)

a. P(none is defective)

the number of different
= [ ways of having 0 defective
items in the sample of 10

=1-(0.3)°(0.97)"° = 0.737 = 73.7%

(0.03)°(0.97)10

b. The probability that a woman will have at least one false
positive result over a period of ten years is
1 —(0.96)"° = 33.5%.

a. P(none is male) = 1.3%

b. P(atleast one is male) = 1 — P(none is male) =
1 —-0.013 =98.7%

Section 10.1

1.

S.

8.

V(G) = {v1, v2, v3, 4}, E(G) = {e, e2, €3}
Edge-endpoint function:
Edge Endpoints
e {vi, v2}
€ {vi, v3}
e {vs}
€] 4
vy ° °
e vy vy Vs
L]
U3

Imagine that the edges are strings and the vertices are knots.
You can pick up the left-hand figure and lay it down again
to form the right-hand figure as shown below.

(i) ey, ea, and ez are incident on v;.
(ii) vy, v2, and vy are adjacent to vs.
(iii) e, eg, e9, and e; are adjacent to e .
(iv) Loops are ¢ and e7.
(v) eg and ey are parallel; e, and es are parallel.
(vi) vg is an isolated vertex.

10.

12.

14.

10.1 Solutions and Hints to Selected Exercises A-93

(vii) degree of v3 =5
(viii) total degree = 20
a. Yes. According to the graph, Sports Illustrated is an
instance of a sports magazine, a sports magazine is a
periodical, and a periodical contains printed writing.
To solve this puzzle using a graph, introduce a notation in
which, for example, we/fg means that the wolf and the
cabbage are on the left bank of the river and the ferry-
man and the goat are on the right bank. Then draw those
arrangements of wolf, cabbage, goat, and ferryman that can
be reached from the initial arrangement (wgcf/) and that
are not arrangements to be avoided (such as (wg/fc)). At
each stage ask yourself, “Where can I go from here?” and
draw lines or arrows pointing to those arrangements. This
method gives the graph shown at the top of the next column.

Start

@9@@@9@

End
Examination of the diagram shows the solutions

(wgef)) — (we/gf) — (wef/g) = (w/gef) —
(wgf/c) — (g/wef) — (gf/we) — (Jwgef)

and

(wgef/) — (we/gf) — (wef/g) — (c/wgf) —
(gef/w) — (g/wef) = (gf/we) — (Jwgef)

Hint: The answer is yes. Represent possible amounts of
water in jugs A and B by ordered pairs. For instance, the
ordered pair (1, 3) would indicate that there is one quart of
water in jug A and three quarts in jug B. Starting with (0,
0), draw arrows from one ordered pair to another if it is
possible to go from the situation represented by one pair to
that represented by the other by either filling a jug, empty-
ing a jug, or transferring water from one jug to another. You
need only draw arrows from states that have arrows point-
ing to them; the other states cannot be reached. Then find a
directed path (sequence of directed edges) from the initial
state (0, 0) to a final state (1, 0) or (0, 1).
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15. The total degree of the graphis0 +2+2+3 +9 = 16,50
by Theorem 10.1.1, the number of edges is 16/2 = 8.

17. One such graph is

€ d

18. If there were a graph with four vertices of degrees 1, 2, 3,
and 3, then its total degree would be 9, which is odd. But
by Corollary 10.1.2, the total degree of the graph must be
even. [This is a contradiction. ] Hence there is no such graph.
(Alternatively, if there were such a graph, it would have
an odd number of vertices of odd degree. But by Proposi-
tion 10.1.3 this is impossible.)

21. Suppose there were a simple graph with four vertices of
degrees 1, 2, 3, and 4. Then the vertex of degree 4 would
have to be connected by edges to four distinct vertices other
than itself because of the assumption that the graph is sim-
ple (and hence has no loops or parallel edges.) This con-
tradicts the assumption that the graph has four vertices in
total. Hence there is no simple graph with four vertices of
degrees 1,2, 3, and 4.

24. y, vy

vy V3

26. a. The nonempty subgraphs are as follows:

v vy
L[] [ ]
[ ] [ ]
V) vy
1 2 3
L] L)) ]
(4] €
€ €
vy Y v

27. a. Suppose that, in a group of 15 people, each person had
exactly three friends. Then you could draw a graph rep-
resenting each person by a vertex and connecting two
vertices by an edge if the corresponding people were
friends. But such a graph would have 15 vertices, each
of degree 3, for a total degree of 45. This would contra-
dict the fact that the total degree of any graph is even.
Hence the supposition must be false, and in a group of
15 people it is not possible for each to have exactly three
friends.

31. We give two proofs for the following statement, one less
formal and the other more formal.

For all integers n > 0, if a1, a2, as, . .., G4 are
odd integers, then 3"t a; is odd.

Proof 1 (by mathematical induction): It is certainly true
that the “sum” of one odd integer is odd. Suppose that for
a certain positive odd integer r, the sum of r odd integers
is odd. We must show that the sum of r + 2 odd integers is
odd (because r + 2 is the next odd integer after r). But any
sum of r 4+ 2 odd integers equals a sum of r odd integers
(which is odd by inductive hypothesis) plus a sum of two
more odd integers (which is even). Thus the total sum is an
odd integer plus an even integer, which is odd. [This is what

was to be shown.]

Proof 2 (by mathematical induction): Let the property
P(n) be the following sentence: “If ay, a3, a3, ..., Gy
are odd integers, then """ g; is odd.

Show that P(0) is true:

Suppose a, is an odd integer. Then Z?;?'“ a; = Z:,L, a =
a;, which is odd.

Show that for all integers k > 0, if P(k) is true then
Pk + 1) is true:

Let k be an integer with k > 0, and suppose that

U1
ifay, ay, ..., aus are odd integers, then Y a; is odd.
i=1

[This is the inductive hypothesis P (k).]

Suppose ay, a;, as, . . . , Gk+1)+1 are odd integers. [We must
show P (k + 1), namely that 2,2;";“ D+ g, is odd, or, equiva-

lently, that Y 2*** ; is odd.] But

2k+3 2k+1

Z a = Z a; + (ax42 + azs3)-
i=1

i=1
Since the sum of any two odd integers is even, a2 + ax+3
is even, and, by inductive hypothesis, 3 =+'g; is odd.

Therefore, 2,2:'3 a; is the sum of an odd integer and an
even integer, which is odd. [This is what was to be shown.]

32. Hint: Use proof by contradiction.



33. a. Kg: vy

v vy

Vg Uy

Vs

b. A proof of this fact was given in Section 5.6 using recur-
sion. Try to find a different proof.
Hint for Proof 1: There are as many edges in K, as there
are subsets of two vertices (the endpoints) that can be
chosen from a set of n vertices.

Hint for Proof 2: Use mathematical induction. A com-
plete graph on k + 1 vertices can be obtained from a
complete graph on k vertices by adding one vertex and
connecting this vertex by k edges to each of the other
vertices.

Hint for Proof 3: Use the fact that the number of edges
of a graph is half the total degree. What is the degree of
each vertex of K,?

35. Suppose G is a simple graph with n vertices and 2n edges
where n is a positive integer. By exercise 34, its num-
=1 —1
ber of edges cannot exceed &”2—) Thus 2n < ”(”T)
or 4n < n* — n. Equivalently, n> — 5n > 0, or n(n — 5) >
0. This implies that n > 5 since n > 0. Hence a simple
graph with twice as many edges as vertices must have at
least five vertices. But a complete graph with five vertices
5(5—1
has (T) = 10 edges and 10 = 2-5. Consequently, the
answer to the question is yes because Ks is a graph with
twice as many edges as vertices.
36. a. K4,2: vy
UZ-\ s
v3>;< Vg
U4/
37. a. This graph is bipartite.
a7 Ty AT,
I ™\ 2 N
/ \ d \
) v} 5] \
[ )
| | \
\ | I
p v 1% )
\ 3 \ 4 /
\ / \ !
N o \ /

b. Suppose this graph is bipartite. Then the vertex set can
be partitioned into two mutually disjoint subsets such
that vertices in each subset are connected by edges only

39.

41.

42.

4.

45.
46.

10.1 Solutions and Hints to Selected Exercises A-95

to vertices in the other subset and not to vertices in the
same subset. Now v, is in one subset of the partition, say
V). Since v, is connected by edges to v, and vs, both v,
and v3 must be in the other subset, V5. But v, and vy
are connected by an edge to each other. This contradicts
the fact that no vertices in V, are connected by edges to
other vertices in V,. Hence the supposition is false, and
so the graph is not bipartite.

vye

Uy U3

D

Hint: Consider the graph obtained by taking the vertices
and edges of G plus all the edges of G'. Use exercise 33(b).

¢. Hint: Suppose there were a simple graph with n ver-
tices (where n > 2) each of which had a different
degree. Then no vertex could have degree more than
n — 1 (why?), so the degrees of the n vertices must be
0,1,2,...,n— 1 (why?). This is impossible (why?).

Hint: Use the result of exercise 44(c).

Vertex ¢ has maximal degree, so color it with color #1. Ver-
tex a does not share an edge with e, and so color #1 may
also be used for it. From the remaining uncolored vertices,
all of d, g, and f have maximal degree. Choose any one of
them, say d, and use color #2 for it. Observe that vertices
b, ¢, and f do not share an edge with d, but ¢ and f share
an edge with each other, which means that color #2 may be
used for only one of ¢ or f. So color b with color #2, and
choose to color f with color #2 because the degree of f is
greater than the degree of ¢. From the remaining uncolored
vertices, g has maximal degree, so color it with color #3.
Then observe that because g does not share an edge with ¢,
color #3 may also be used for ¢. At this point, all vertices
have been colored.
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47. Hint: There are two solutions:

(1) Time 1: hiring, library
Time 2: personnel, undergraduate education,
colloquium
Time 3: graduate education

(2) Time 1: hiring, library
Time 2: graduate education, colloquium
Time 3: personnel, undergraduate education

Section 10.2

1.

9.

12.
14.

a. trail (no repeated edge), not a path (repeated vertex—vy),

not a circuit

walk, not a trail (has repeated edge—ey), not a circuit

¢. closed walk (starts and ends at the same vertex), trail
(no repeated edge since no edge), not a path or a circuit
(since no edge)

d. circuit, not a simple circuit (repeated vertex, vy)

e. closed walk (starts and ends at the same vertex but has
repeated edges —{v,, v3} and {vs, v4})

f. path

. a. No. The notation vjv,v; could equally well refer to

V€1 V2e,V; Or to vyeav2e vy, which are different walks.

a. Three (There are three ways to choose the middle edge.)

b. 3143 =9 (In addition to the three paths, there are
3! with vertices vy, va, U3, U2, U3, V4. The reason is that
from v, there are three choices of an edge to go to vs,
then two choices of different edges to go back to v, and
then one choice of different edge to return to vs. This
makes 3! trails from v, to v3.)

c. Infinitely many (Since a walk may have repeated edges,
a walk from v, to v4 may contain an arbitrarily large
number of repetitions of edges joining a pair of vertices
along the way.)

. a. {vy, v3}, {v2, v3}, {v4, v3}, and {vs, v3} are all the

bridges.
. a. Three connected components.
b 8
c o¢ F h
d
1 2 3

a. No. This graph has two vertices of odd degree, whereas
all vertices of a graph with an Euler circuit have even
degree.

One Euler circuit is ejesegeszereqege .
One Euler circuit is iabihbchgedg fdefi.

19.

23.
25.
26.

28.
32.

33.

34.

There is an Euler path since deg(x) and deg(w) are
odd, all other vertices have positive even degree, and the
graph is connected. One Euler path is uvivov7uvav304
V2 Vg V4 W U5V W.

Vo V701 V2VU3V4V5V6 V0

Hint: See the solution to Example 10.2.8.

Here is one sequence of reasoning you could use: Call the
given graph G, and suppose G has a Hamiltonian circuit.
Then G has a subgraph H that satisfies conditions (1)—(4)
of Proposition 10.2.6. Since the degree of b in G is 4 and
every vertex in H has degree 2, two edges incident on b
must be removed from G to create H. Edge {a, b} cannot
be removed because doing so would result in vertex ¢ hav-
ing degree less than 2 in H. Similar reasoning shows that
edge {b, ¢} cannot be removed either. So edges {b, i} and
{b, e} must be removed from G to create H . Because vertex
e must have degree 2 in H and because edge {b, e} is not
in H, both edges {e, d} and {e, f} must be in H. Similarly,
since both vertices ¢ and g must have degree 2 in H, edges
{c,d} and {g, d} must also be in H. But then three edges
incident on d, namely {e, d}, {c, d}, and {g, d}, must be all
in H, which contradicts the fact that vertex d must have
degree 2 in H.

Hint: This graph does not have a Hamiltonian circuit.
Partial answer:
Yo Y
vy
vy Us

This graph has an Euler circuit vyv,v2v3v104v9 but no
Hamiltonian circuit.

Partial answer:

Vg Vs
This graph has a Hamiltonian circuit vyv,v,vg but no Euler

circuit.

Fartial answer:

Vg vy

The walk vovjvavy is both an Euler circuit and a Hamilto-

nian circuit for this graph.



35. Partial answer:

This graph has the Euler circuit ¢ e;e3e4e5e and the Hamil-
tonian circuit vyv; v,v3vy. These are not the same.

37. a. Proof: Suppose G is a graph and W is a walk in G that

contains a repeated edge ¢. Let v and w be the endpoints
of e. In case v = w, then v is a repeated vertex of W. In
case v # w, then one of the following must occur: (1)
W contains two copies of vew or of wev (for instance,
W might contain a section of the form vewe'vew, as
illustrated below); (2) W contains separate sections of
the form vew and wev (for instance, W might contain
a section of the form vewe'wev, as illustrated below);
or (3) W contains a section of the form vewev or of the
form wevew (as illustrated below). In cases (1) and (2),
both vertices v and w are repeated, and in case (3), one
of v or w is repeated. In all cases, there is at least one
vertex in W that is repeated.

e w
v w v

e

o

38. Proof: Suppose G is a connected graph and v and w are

any particular but arbitrarily chosen vertices of G. [We muust
show that u and v can be connected by a path.] Since G is
connected, there is a walk from v to w. If the walk contains
a repeated vertex, then delete the portion of the walk from
the first occurrence of the vertex to its next occurrence.
(For example, in the walk ve vyesviegvaesw, the vertex v
occurs twice. Deleting the portion of the walk from one
occurrence to the next gives vejv,esw.) If the resulting
walk still contains a repeated vertex, do the above dele-
tion process another time. Then check again for a repeated
vertex. Continue in this way until all repeated vertices
have been deleted. (This must occur eventually, since the
total number of vertices is finite.) The resulting walk con-
nects v to w but has no repeated vertex. By exercise 37(b),
it has no repeated edge either. Hence it is a path from
v to w.

40. The graph to the right contains a circuit, any edge of

which can be removed without disconnecting the graph.

42,

44.

45.

10.3 Solutions and Hints to Selected Exercises A-97

For instance, if edge e is removed, then the following walk
can be used to go from vy 10 vy V;V5V3V,.

1)(] 1)4

Us

Hint: Look at the answer to exercise 40 and use the fact
that all graphs have a finite number of edges.

Proof: Let G be a connected graph and let C be a circuit
in G. Let G’ be the subgraph obtained by removing all the
edges of C from G and also any vertices that become iso-
lated when the edges of C are removed. [We must show that
there exists a vertex v such that v is in both C and G'.] Pick
any vertex v of C and any vertex w of G’. Since G is con-
nected, there is a path from v to w (by Lemma 10.2.1(a)):

U=00€1V1€202 ... Vi 1€iVi€iy|Vig] ... V1€,V = W.
T t i T
inC inC notin C in G’

Let i be the largest subscript such that v; is in C. If i = n,
then v, = w is in C and also in G’, and we are done. If
i <n,then v; is in C and v;4, is not in C. This implies
that ¢, is not in C (for if it were, both endpoints would
be in C by definition of circuit). Hence when G’ is formed
by removing the edges and resulting isolated vertices from
G, then ¢;) is not removed. That means that v; does not
become an isolated vertex, so v; is not removed either.
Hence v; is in G'. Consequently, v; is in both C and G’ [as
was to be shown].

Proof: Suppose G is a graph with an Euler circuit. If G

has only one vertex, then G is automatically connected.
If v and w are any two vertices of G, then v and w each
appear at least once in the Euler circuit (since an Euler cir-
cuit contains every vertex of the graph). The section of the
circuit between the first occurrence of one of v or w and
the first occurrence of the other is a walk from one of the
two vertices to the other.

Section 10.3

1.

a. Equating corresponding entries shows that

a+b=1,
a—c=0,
c=-1,
b—a=3.
Thus a —c=a — (—1) =0, and so a = —1. Conse-

quently, a +b = (=1) + b =1, and hence b = 2. The
last equation should be checked to make sure the answer
is consistent: b —a =2 — (—1) = 3, which agrees.
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10.

12.
14.

15.

Uy UV U3
V) 0 1 1
a. v 1 0 O
v [0 0 O
a.
Ya
Y1 Any labels may be
applied to the edges
because the adjacency
matrix does not
determine edge
vy labels.
vy
[} U2 U3 U4 U1 V2 Uz U4
V) 0 0 1 1 V| 0 1 1 1
2 V2 0 0 2 0 e V2 1 0 1 |
: U3 1 2 0 0 : L%} 1 1 0 1
V4 1 0 0 | (% | 1 1 0
a.

L V2 Any labels may be
applied to the edges
because the adjacency
matrix does not
determine edge labels.

U3

a. The graph is connected.
a.2-14+(-1)-3=-1
. [3 -3 12]
11 =5 2
a. no product (A has three columns, and B has two rows.)

-2 -2 2 ,_[4 0
woas[2 2 2 ppoft ]
; 2 -1
l.AC_[_5 _2}

One among many possible examplesis A = B = [8 (1)} .

Hint: If the entries of the m x m identity matrix are denoted
0 if i #k e
7 . The ijth entry of IA is

b (S,'», then 8,"=
i . {1 if i=k

m

Z (S,-kAkj.
k=1

Proof: Suppose A is an m x m symmetric matrix. Then for
all integers 7 and j with 1 <17, j <m,

m m

(A% = Z AiAy and (A% = Z Ajr A

k=1 k=1

17.

19.

20.

22.

23.

But since A is symmetric, A = Ay and Ay = Ay for
all i, j, and k, and thus A;;p Ayj = Aji Ay [Dy the commuta-
tive law for multiplication of real numbers]. Hence (Az),-j =
(A?);; for all integers i and j with 1 < i, j < m.

Proof (by mathematical induction): Let the property P (n)
be the equation A"A = AA".

Show that P (1) is true:

We must show that A'A = AA'. But this is true because
A' = A and AA = AA.

Show that for all integers k > 1, if P(k) is true, then
P(k + 1) is true:

Let k be any integer such that £ > 1, and suppose that
AYA = AA*. [This is the inductive hypothesis.] We must
show that A¥*'A = AA**!. But

AMIA = (AAMHA

by definition of matrix power

= A(AkA) by exercise 16
= A(AAF) by inductive hypothesis
=A AfH! by definition of matrix power.
a. 1 T 2 1 1 2 6: 3 3
A =11 & 1|1 & Ll=|3 2 2
2 1 02 1 0 3y 2 5
1 1 2|6 3 3 15 9 15
Al=11 0 1 3 2 2l=|"9 5 8
2 1 0|3 2 5 15 8 8
a. 2 since (A%)y; =2
b. 3 since (A%)3 =3
¢c. Gsince (A4 =6
d. 17 since (A%)p3 = 17
b. Hint: If G is bipartite, then its vertices can be partitioned

into two sets V; and V; so that no vertices in V; are con-
nected to each other by an edge and no vertices in V; are
connected to each other by an edge. Label the vertices
in V| as vy, vy, ..., v, and label the vertices in V, as
Vkt1s Uks2s - - - » Uy Now look at the matrix of G formed
according to the given vertex labeling.

b. Hint: Consider the i jth entry of

A+A A+ A"

If G is connected, then given the vertices v; and v;, there
is a walk connecting v; and v;. If this walk has length
k, then by Theorem 10.3.2, the ijth entry of A* is not
equal to 0. Use the facts that all entries of each power
of A are nonnegative and a sum of nonnegative numbers
is positive provided that at least one of the numbers is
positive.
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Section 10.4 12. These graphs are isomorphic. One isomorphism is the fol-

1. The graphs are isomorphic. One way to define the isomor- lowing:

phism is as follows:

\V4 )-
/N

h

\

)

14.
L]
2. The graphs are not isomorphic. G has five vertices and G’
has six. o o o
6. The graphs are isomorphic. One isomorphism is the follow-
ing: 1 2
8
e
1
[——
3 4
8. The graphs are not isomorphic. G has a simple circuit of 16.
length 3; G’ does not. < °
10. The graphs are isomorphic. One way to define the isomor- O
phism is as follows: o o o o
1 2 3
®
4 5 6
O :
O :
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18. Hint: There are 20.
19.

N

O

.

Q

O
i

QOO0 0
QQI10QQ

10 11

21. Proof: Suppose G and G’ are isomorphic graphs and G has
n vertices, where n is a nonnegative integer. [We must show
that G' has n vertices.] By definition of graph isomorphism,
there is a one-to-one correspondence g: V(G) — V(G')
sending vertices of G to vertices of G’. Since V(G) is a
finite set and g is a one-to-one correspondence, the number
of vertices in V (G’) equals the number of vertices in V(G).
Hence G’ has n vertices [as was to be shown].

23. Proof: Suppose G and G’ are isomorphic graphs and
suppose G has a circuit C of length k, where k is a
nonnegative integer. Let C be vye v e ... e v (= vg). By
definition of graph isomorphism, there are one-to-one cor-
respondences g: V(G) — V(G') and h: E(G) — E(G')
that preserve the edge-endpoint functions in the sense
that for all v in V(G) and ¢ in E(G),v is an end-
point of ¢ < g(v) is an endpoint of h(e). Let C’ be
g(wo)h(e)gh(es). ... hiex)g(vi)(= g(vy)). Then C"is
a circuit of length k in G'. The reason is that (1) because
g and h preserve the edge-endpoint functions, for all i =
0,1,...,k—1 both g(v;) and g(v;y,) are incident on
h(e;y1) so that C' is a walk from g(vy) to g(vy), and (2)
since C is a circuit, then ey, e,, . . ., ¢, are distinct, and since
h is a one-to-one correspondence, /i(e), h(es), ..., h(ey)
are also distinct, which implies that C’ has k distinct edges.
Therefore, G’ has a circuit C of length k.

25. Hint: Suppose G and G’ are isomorphic and G has m
vertices of degree k; call them v, va, ..., v,. Since G
and G’ are isomorphic, there are one-to-one correspon-
dences g: V(G) — V(G') and h: E(G) — E(G’). Show
that g(v,), g(va), ..., g(v,) are m distinct vertices of G’
each of which has degree k.

27. Hint: Suppose G and G’ are isomorphic and G is con-
nected. To show that G’ is connected, suppose w and x are
any two vertices of G’. Show that there is a walk connecting
w with x by finding a walk connecting the corresponding
vertices in G.

Section 10.5

1. a. Math 110
2. a.

< sentence >

P e

<noun phrase > < verb phrase >

2 &

<article> <adjective> <noun> <verb> < noun phrase >

| |

the young ball caught <article> < noun

| |

the man

3. Hint: The answer is 2n — 2. To obtain this result, use the
relationship between the total degree of a graph and the
number of edges of the graph.

4. a. }|l Il—[ P]{
H c c B H
Lo

d. Hint: Each carbon atom in G is bonded to four other
atoms in G, because otherwise an additional hydrogen
atom could be bonded to it, and this would contra-
dict the assumption that G has the maximum number
of hydrogen atoms for its number of carbon atoms.
Also each hydrogen atom is bonded to exactly one car-
bon atom in G, because otherwise G would not be
connected.

5. Hint: Revise the algorithm given in the proof of Lemma
10.5.1 to keep track of which vertex and edge were cho-
sen in step 1 (by, say, labeling them vy and ey). Then after
one vertex of degree 1 is found, return to v, and search for
another vertex of degree 1 by moving along a path outward
from vy starting with e.

7. a. Internal vertices: vy, v3, V4, Vg

Terminal vertices: v, vs, v7

8. Any tree with nine vertices has eight edges, not nine. Thus

there is no tree with nine vertices and nine edges.

\Y



9. One such graph is

b c d
a
>
i
h g s
10. One such graph is

i h g f

11. There is no tree with six vertices and a total degree of 14.
Any tree with six vertices has five edges and hence (by The-
orem 10.1.1) a total degree of 10, not 14.

12. One such tree is shown.

13. No such graph exists. By Theorem 10.5.4, a connected
graph with six vertices and five edges is a tree. Hence such

a graph cannot have a nontrivial circuit.

RO

vy v,

22. Yes. Since it is connected and has 12 vertices and 11 edges,
by Theorem 10.5.4 it is a tree. It follows from Lemma
10.5.1 that it has vertex of degree 1.

25. Suppose there were a connected graph with eight vertices
and six edges. Either the graph itself would be a tree or
edges could be eliminated from its circuits to obtain a
tree. In either case, there would be a tree with eight ver-
tices and six or fewer edges. But by Theorem 10.5.2, a
tree with eight vertices has seven edges, not six or fewer.
This contradiction shows that the supposition is false, so
there is no connected graph with eight vertices and six

edges.

26. Hint: See the answer to exercise 25.

27. Yes. Suppose G is a circuit-free graph with ten vertices and
nine edges. Let G, G, ..., G, be the connected compo-
nents of G [To show that G is connected, we will show that
k = 1.] Each G; is a tree since each G; is connected and
circuit-free. For each i = 1,2, ..., k, let G; have n; ver-
tices. Note that since G has ten vertices in all,

ny+ny+ -+ n, = 10.

10.6 Solutions and Hints to Selected Exercises A-101

By Theorem 10.5.2,

G, hasn; — 1 edges,

G, has n, — 1 edges,

Gy has n; — 1 edges.
So the number of edges of G equals
(i =1+ =1+ 4+ — 1)
=+t F+n)—0+14+---+1)
—_——
k1’s
=10—k%.

But we are given that G has nine edges. Hence 10 — k = 9,
and so k = 1. Thus G has just one connected component,
G, and so G is connected.

28. Hint: See the answer to exercise 27.
31. b. Hint: There are six.

Section 10.6

1.a.3 b.0 ¢ 5 d u,v
e.d f kI g m,s t,x,y

3. a ‘
) 0
ONOIONO
ONO

Exercises 4 and 8—10 have other answers in addition to the ones
shown.

4.

5. There is no full binary tree with the given properties
because any full binary tree with five internal vertices has
six terminal vertices, not seven.

6. Any full binary tree with four internal vertices has five ter-
minal vertices for a total of nine, not seven, vertices in all.
Thus there is no full binary tree with the given properties.

7. There is no full binary tree with 12 vertices because any full
binary tree has 2k + 1 vertices, where k is the number of
internal vertices. But 2k 4 1 is always odd, and 12 is even.
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11. There is no binary tree that has height 3 and nine termi-
nal vertices because any binary tree of height 3 has at most
23 = 8 terminal vertices.

20. a. Height of tree > log, 25 = 4.6. Since the height of any
tree is an integer, the height must be at least 5.

Section 10.7

1.
a b a b a b
d (e d c d ¢
3. One of many spanning trees is as follows:
b

5. Minimum spanning tree:

Order of adding the edges:
{a, b}, {e, f),{e.d}. {d, c}, {g. [}, {b, ¢}
7. Minimum spanning tree: same as in exercise 5
Order of adding the edges:
{a, b}, (b, c}, {c, d}, {d, e}, {e, f}. (. &}

9. There are four minimum spanning trees:

When Prim’s algorithm is used, edges are added in any of
the orders obtained by following one of the eight paths from
left to right across the diagram below.

{a, b} {a, e} {e,f} {b, c}
{f g}
{c.d}
{a, e} {a, b} {a, g} {e, c}

When Kruskal’s algorithm is used, edges are added in any
of the orders obtained by following one of the eight paths
from left to right across the diagram below.

{a, b} {a, e} {a, g} {b, c}
{g.f} < {c,d}
{a, e} {a, b} {e, c}
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12. Let N = Nashville, S = St. Louis, Lv = Louisville, Ch = Chicago, Cn = Cincinnati, D = Detroit, Mw = Milwaukee, and

13.

Mn = Minneapolis.

Step | V(T) E(T) F
0 {N} 1% {N}
I {N} ] {Lv, Mn}
2 {N, Lv} {{N, Lv}} {Mn,S,Cn,Ch,D, Mw)}
3 {N,Lv,Cn} {{N, Lv},{Lv, Ci}) {Mn,S,Ch, D, Mw)}
4 {N,Lv,Cn,S} {{N, Lv},{Lv,Ci},{Lv, S}} {Mn,Ch, D, Mw}
5 {N,Lv,Cn,S,Ch} {{N, Lv},{Lv, Ci},{Lv, S}, {Lv, Ch}} {Mn,D, Mw}
6 {N,Lv,Cn,S,Ch, D} {{N, Lv},{Lv, Ci}, {Lv, S}, {Lv, Ch}{Lv, D}} {Mn, Mw}
7 {N,Lv,Cn,S,Ch, D, Mw)} {{N, Lv}.{Lv,Ci},{Lv, S}, {Lv,Ch}{Lv, D}, {Ch, Mw}} {Mn}
8 {N,Lv,Cn,S,Ch,D,Mw, Mn}
Step L(N) L(S) L(Lv) L(Cn) L(Ch) L(D) L(Mw) L(Mn)
0 0 o0 [e's) 00 o0 oo 00 o0
1 0 00 151 00 00 fo'e) 00 695
2 0 393 151 234 420 457 499 695
3 0 393 151 234 420 457 499 695
4 0 393 151 234 420 457 499 695
5 0 393 151 234 420 457 494 695
6 0 393 151 234 420 457 494 695
7 0 393 151 234 420 457 494 695
Thus the shortest path from Nashville to Minneapolis has length L(Mn) = 695 miles.
Step | V(T) E(T) F L(a) | L) | L(c) | L(d) | L(e) | L(z)
0 {a} ] {a} 0 fole) 00 0 00 00
1 {a} ] {b, d} 0 2 o0 1 0o 00
2 {a, d} {{a, d}} {b, c, e} 0 2 6 1 11 00
3 {a, b, d} {{a, d}, {a, b} {c, e} 0 2 5 1 6 00
4 {a, b, c,d} {{a, d}, {a, b}, {b, c}} {e, z} 0 2 5 1 6 13
5 {a,b,c,d, e} {{a, d}, {a, b}, {b, ¢}, {c, e}} z} 0 2 5 1 6 8
6 {a,b,c,d, e, z} {{a, d}, {a, b}, {b, ¢}, {c, e}, {e, z}}

Thus the shortest path from a to z has length L(z) = 8.

18. b. Proof: Suppose not. Suppose that for some tree 7', u

and v are distinct vertices of 7, and P, and P,
are two distinct paths joining « and v. [We must deduce
a contradiction. In fact, we will show that T contains a cir-
cuit.] Let Py be denoted u = vy, vy, v, ..., v, = v, and
let P, be denoted u = wy, wy, ws, ..., w, = v. Because
Py and P, are distinct, and 7' has no parallel edges,
the sequence of vertices in P, must diverge from the
sequence of vertices in P, at some point. Let i be the

least integer such that v; # w;. Then v;_; = w;_;. Let j
and k be the least integers greater than 7 so that v; = wy.
(There must be such integers because v,, = w,). Then

Vi ViVigp - Vi (= w)wi—y ... wiWwi— (= vi—y)

is a circuit in 7. The existence of such a circuit con-
tradicts the fact that 7" is a tree. Hence the supposition
must be false. That is, given any tree with vertices u and
v, there is a unique path joining u and w.

20. Proof: Suppose G is a connected graph, T is a circuit free
subgraph of G, and if any edge ¢ of G not in T is added to
T, the resulting graph contains a circuit. Suppose that 7" is
not a spanning tree for G. [We must derive a contradiction. |
Case 1 (T is not connected ): In this case, there are vertices
u and v in T such that there is no walk in 7 from u to v.
Now, since G is connected, there is a walk in G from u to
v, and hence, by Lemma 10.2.1, there is a path in G from u
tov. Letey, e, ..., e; be the edges of this path that are not
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21.

22.

24.

in 7. When these edges are added to T, the result is a graph
T’ in which « and v are connected by a path. In addition,
by hypothesis, each of the edges ¢; creates a circuit when
added to T. Now remove these edges one by one from 7"
By the same argument used in the proof of Lemma 10.5.3,
each such removal leaves u and v connected since each ¢;
is an edge of a circuit when added to T'. Hence, after all the
e; have been removed, u and v remain connected. But this
contradicts the fact that there is no walk in 7" from u to v.

Case 2 (T is connected ): In this case, since 7" is not a span-
ning tree and T is circuit-free, there is a vertex v in G such
that v is not in 7. [For if T were connected, circuit-free, and
contained every vertex in G, then T would be a spanning tree

for G.] Since G is connected, v is not isolated. Thus there

is an edge e in G with v as an endpoint. Let 7" be the
graph obtained from 7' by adding e and v. [Note that e is
not already in T because if it were, its endpoint v would also
be in T and it is not.] Then T’ contains a circuit because,
by hypothesis, addition of any edge to 7" creates a circuit.
Also T' is connected because T is and because when e is
added to T, e becomes part of a circuit in 7. Now deletion
of an edge from a circuit does not disconnect a graph, so
if e is deleted from T’ the result is a connected graph. But
the resulting graph contains v, which means that there is an
edge in 7 connecting v to another vertex of 7'. This implies
that v is in 7' [because both endpoints of any edge in a graph
must be part of the vertex set of the graph], which contradicts
the fact that v is notin 7'.

Thus, in either case, the supposition that 7" is not a spanning
tree leads to a contradiction. Hence the supposition is false,
and T is a spanning tree for G.

a. No. Counterexample: Let G be the following graph.

€

€

Then G has the spanning trees shown below.

"l./_\, vy U|‘\_/Ql)2

€

These trees have no edge in common.

Hint: Suppose e is contained in every spanning tree of
G and the graph obtained by removing e from G is con-
nected. Let G’ be the subgraph of G obtained by removing
e, and let 7’ be a spanning tree for G'. How is 7" related
to G?

Proof: Suppose that w(e’) > w(e). Form a new graph
T’ by adding e to T and deleting ¢'. By exercise 20,
addition of an edge to a spanning tree creates a cir-
cuit, and by Lemma 10.5.3, deletion of an edge from
a circuit does not disconnect a graph. Consequently, 7’
is also a spanning tree for G. Furthermore, w(T’) <
w(T) because w(T’) = w(T) —w(e) +w(e) =w(T) —

25.

26.

28.

(w(e') —w(e)) < w(T) [since w(e') > w(e), which implies
that w(e') — w(e) > 0]. But this contradicts the fact that 7
is a minimum spanning tree for G. Hence the supposition
is false, and so w(e’) < w(e).

Hint: Suppose e is an edge that has smaller weight than any
other edge of G, and suppose 7' is a minimum spanning tree
for G that does not contain e. Create a new spanning tree 7"/
by adding e to 7" and removing another edge of 7 (which
one?). Then w(T') < w(T).

Yes. Proof by contradiction: Suppose G is a weighted graph
in which all the weights of all the edges are distinct, and
suppose G has two distinct minimum spanning trees 7}
and T». Let e be the edge of least weight that is in one
of the trees but not the other. Without loss of general-
ity, we may say that e is in 7. Add e to 7, to obtain
a graph G'. By exercise 19, G’ contains a nontrivial cir-
cuit. At least one other edge f of this circuit is not in 7}
because otherwise 7; would contain the complete circuit,
which would contradict the fact that 7, is a tree. Now f
has weight greater than e because all edges have distinct
weights, f is in 7> and not in T}, and e is the edge of
least weight that is in one of the trees and not the other.
Remove f from G’ to obtain a tree 75. Then w(73) < w(72)
because 75 is the same as 75 except that it contains e rather
than f and w(e) < w(f). Consequently, 73 is a spanning
tree for G of smaller weight than 75. This contradicts the
supposition that 75 is a minimum spanning tree for G.
Thus G cannot have more than one minimum spanning
tree.

The output will be a “minimum spanning forest” for the
graph. It will contain a minimum spanning tree for each
connected component of the input graph.

Section 11.1

1.

a. f(0) is positive.

. f(x) =0 whenx = —2 and x = 3 (approximately)
x; = —1 and x, = 2 (approximately)
x=lorx=-—3 (approximately)

. increase

. decrease

e e

.\’

|
T
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T
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When0 < x < 1, x'2 < x4 Whenx > [, x'? > x4,
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10.

f(n) = |n|

The graphs show that 2| x| # |2x | for many values of x.
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A
4+ ® L[]
34 ° °
24 ® °
<— Graph of h
1 —t= L] L]
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1 2 3 - 5 6 7 8 9
14. f isincreasing on the intervals

15.

17.

18.

{xeR| =3 <x < —2}and

{x e R|0 < x < 2.5}, and f is decreasing on

(xeR| —2 <x <0}and {x € R|2.5 < x < 4} (approx-
imately).

Proof: Suppose x; and x; are particular but arbitrarily cho-
sen real numbers such that x; < x,. [We must show that
f(x1) < f(x2).] Since

X1 < X3
then 2x1 < 2x;
and 2x1—3<2x—3

by basic properties of inequalities. But then, by definition
of f,

fx) < fx2)

[as was to be shown]. Hence f is increasing on the set of all

real numbers.

a. Proof: Suppose x; and x, are real numbers with x| <
x> < 0. [We must show that h(x,) > h(x,).] Multiply both
sides of x; < x, by x; to obtain (x;)? > xxy [by 723
of Appendix A since x; < 0], and multiply both sides of
X] < X3 by x; to obtain x,x, > (x2)? [by T23 of Appendix
A since x, < 0]. By transitivity of order [Appendix A,
TI8] (x»)* < (x1)%, and so, by definition of /1, h(xy) <
h(xy).

a. Preliminaries: If both x| and x, are positive, then by the
rules for working with inequalities (see Appendix A),

X — 1 x—1

= 0 —1) <x(x; —1)

X1 X2

by multiplying both sides
by xjx2 (which is positive)
= XXy — X2 < X1X2 — X
by multiplying out
= —Xx2 < —X)
by subtracting xx from
both sides

= X, > x| by multiplying by —1.

Are these steps reversible? Yes!

Proof: Suppose that x; and x, are positive real numbers
and x; < xy. [We must show that k(x,) < k(x2).] Then

X < Xz

= —X2 < —X| by multiplying by —1

= XX — X3 < X1X2 — X by adding xjx;

to both sides

= x>(x; — 1) < x;(x, — 1) by factoring both sides

xp—1  x—1 by dividing both sides by

the positive number x|x;

Xy X2

= k(x)) < k(x;) by definition of k.

[This is what was to be shown. |

19. Proof: Suppose f: R — Riis increasing. [We must show that

21

[ is one-to-one. In other words, we must show that for all real
numbers x| and x,, if x; # xa then f(x;) # f(x2).] Suppose
x; and x, are real numbers and x| # x,. By the trichotomy
law [Appendix A, T17] x| < X, 0r x| > X5. In case x; < xa,
then since f is increasing, f(x;) < f(x2) and so f(x;) #
f(x7). Similarly in case x| > xs, then f(x;) > f(x;) and
so f(x;) # f(xy). Thus in either case, f(x)) # f(x2) [as
was to be shown].
. a. Proof: Suppose u and v are nonnegative real numbers
with u < v. [We must show that f(u) < f(v).] Note that
v = u + h for some positive real number /. By substi-
tution and the binomial theorem,

" = (“ + h)m

um + l:(";) u"'h i (’:) um2h? 4o

N

- = uh™ '+ h" .
m— 1

The bracketed sum is positive because u > 0 and h > 0,
and a sum of nonnegative terms that includes at least one
positive term is positive. Hence

m

v" = u™ + a positive number,

and so f(u) = u™ < v"™ = f(v) [as was to be shown].
22. 3
Bt
Graph of 3f —>, 2+
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24. Proof: Suppose that f is a real-valued function of a real

27.

variable, f is decreasing on a set S, and M is any positive
real number. [We must show that M f is decreasing on S. In
other words, we must show that for all x, and x; in S, if x; < x3
then (Mf)(x)) > (Mf)(x2).] Suppose x; and x, are in S
and x; < x,. Since f is decreasing on S, f(x;) > f(x2),
and since M is positive, M f(x|) > M f(xy) [because when
both sides of an inequality are multiplied by a positive num-
ber, the direction of the inequality is unchanged]. It follows
by definition of M f that (M f)(x,) > (M[f)(x,) [as was to
be shown].

To find the answer algebraically, solve the equation 2x? =
x4+ 10x + 11 for x. Subtracting x> from both sides gives
x2 —10x — 11 = 0, and either factoring x> — 10x — 11 =
(x = 11)(x + 1) or using the quadratic formula gives x =
11 (since x > 0). To find an approximate answer with a
graphing calculator, plot both f(x) = x? 4 10x + 11 and
2g(x) = 2x? for x > 0, as shown in the figure, and find
that 2g(x) > f(x) when x > 11 (approximately). You can
obtain only an approximate answer from a graphing cal-
culator because the calculator computes values only to an
accuracy of a finite number of decimal places.

y A}

700 1

600 +
500

T

400
300 F)=x2+10x+ 11
200+

100 +

Section 11.2

1.

10.

a. V positive real numbers a and A, 3x > a such that
Alg)| > [f(0)].

b. No matter what positive real numbers a and A might be
chosen, it is possible to find a number x greater than a
with the property that A|g(x)| > | f(x)].

. 5x% =9x7 4 2 4 3% — 1 is O®)

2 _ 1)(12% 425
= DR D) o)
3x*+4

2_7210,]/2 3
(x ):? 3 0w
X

Proof: Suppose f and g are real-valued functions of a real
variable that are defined on the same set of nonnegative real
numbers, and suppose g(x) is O(f(x)). By definition of
O-notation, there exist positive real numbers b and B such
that |g(x)| < B|f(x)| for all real numbers x > b. Divide

12.

14.

15.

16.

11.2  Solutions and Hints to Selected Exercises A-107

both sides of the inequality by B to obtain é{g(x)l <

| f(x)]. Let A = % and let @ = b. Then A|g(x)| < |f(x)]
for all real numbers x > a, and so, by definition of Q-
notation, f(x)is Q(g(x)).

Proof: Suppose f, g, h, and k are real-valued functions
of a real variable that are defined on the same set
D of nonnegative real numbers, and suppose f(x) is
O (h(x)) and g(x) is O (k(x)). By definition of O-notation,
there exist positive real numbers by, By, b», and B, such
that | f(x)| < By|h(x)| for all real numbers x > b;, and
lg(x)] < Bylk(x)| for all real numbers x > b,. For each
x in D, define G(x) = max(|h(x)|, |k(x)|), and let b =
max(by, b,) and B = B, + B,. Note that the triangle
inequality for absolute value (Theorem 4.4.6) implies that

[f()+ g = 1f]+1g(x)]
for all real numbers x in D. Suppose that x > b. Then

because b is greater than both b, and b,,

[fO)l = Bilh(x)] and  [g(x)| < Bolh(x)l,

and so, by adding the inequalities (Appendix A, T26), we
get

[fO]+ [g0)] = Bilh(x)| 4+ Balk(x)].

Thus, by the transitive law for inequalities (Appendix A,
T18),

Lf () 4+ ()| = Bilh(x)| + Balk(x)].

Now, because each value of G(x) = |G (x)] is greater than
or equal to |h(x)] and |k(x)|,

By|h(x)| + Balk(x)] = Bi]1G(x)]
+ B|G(x)| = (Bi + B)|G(x)].
Hence, again by transitivity and because B = B| + B,
[f(x)+g(x)] = B|G(x)]

Therefore, by definition of O-notation, f(x)+ g(x) is
0(G(x)).

Start of proof: Suppose f, g, h, and k are real-valued
functions of a real variable that are defined on the same
set D of nonnegative real numbers, and suppose f(x) is
O (h(x)) and g(x) is O (k(x)). By definition of O-notation,
there exist positive real numbers by, By, b,, and B, such
that | f(x)| < By|h(x)| for all real numbers x > b;, and
lg(x)| < Bylk(x)| for all real numbers x > b,. Let B =
B\ B, and let b = max(by, b,).

for all real numbers x > b.

n
b. Hint: By the laws of exponents, x"~" = % Thus if

-11—m

xll
X > I, then = > 1.

xl”

a. For all real numbers x > 1, x> 4+ 15x +4 > 0 because
all terms are nonnegative. Adding x? to both sides gives
2x? 4 15x + 4 > x%. By the nonnegativity of all terms
when x > 1, absolute value signs may be added to both
sides of the inequality. Thus |x2| < |2x* + 15x + 4] for
all real numbers x > 1.
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18

b. For all real numbers x > 1,

[2x2 + 15x + 4] = 2x% + 15x + 4
because 2x2 + 15x + 4
is positive (since x > 1)
= |2x% + 15x + 4] < 2x% 4 15x% + 4x2
because since x > 1,
thenx < xZand 1 < x

because 2 4+ 15 +4 = 21

2
= |2x2 + 15x + 4| < 21x?

= |2x2+ 15x + 4| < 21|x%|  because x? is positive.

¢. Let A = 1and a = 1. Then by part (a), A|x?| < [2x2 +
15x + 4| for all real numbers x > a, and so, by defini-
tion of 2-notation, 2x2 + 15x + 4 is Q(x?).

Let B = 21 and b = 1. Then, by part (b), |2x2 + 15x +
4| < B|x?| for all real numbers x > b, and so, by defi-
nition of O-notation, 2x2 + 15x + 4 is O (x?).

d. Letk=1,A =1,and B = 21. By parts (a) and (b), for

all real numbers x > k,

Alx?| < |2x® + 15x + 4| < B|x?Y|

and thus, by definition of ®-notation, 2x? + 15x + 4
is ®(x2). In other words, 2x? 4+ 15x + 4 has order x2.
(Alternatively, Theorem 11.2.1(1) could be used to
derive this result.)
First observe that for all real numbers x > 1, 4x3 + 65x +
30 > 0 because all terms are nonnegative. Adding x* to
both sides gives 5x° + 65x + 30 > x>. By the nonnega-
tivity of the terms when x > 1, absolute value signs may
be added to both sides of the inequality to obtain |x3| <
|5x3 4 65x 4 30| for all real numbers x > 1. Let a =1
and A = 1. Then A|x3| < |5x® 4+ 65x + 30| (*) for all real
numbers x > a.

Second, note that when x > 1,

|5x3 + 65x +30] < 5x3 +65x + 30

because all the terms are
positive since x > 1.
= |5x° +65x + 30| < 5x°+65x® +30x°

because since x > 1, then
65x < 65x3 and 30 < 30x3

= [5x4+ 65x + 30| < 100x°
because 5 + 65 + 30 = 100
= |52 +65x + 30| < 100|x’|

because x? is positive since x > 1.
Let b=1 and B = 100. Then |5x* 4 65x + 30| < B|x3|
(**) for all real numbers x > b.

Let k = max(a, b). Putting inequalities (*) and (**)
together gives that for all real numbers x > k,

Alx®| < 15x3 + 65x + 30| < B|x*|.

Hence, by definition of ®-notation, 5x> + 65x + 30 is
©(x?); in other words, 5x3 + 65x + 30 has order x3.

20. a. By definition of ceiling, for any real number x, [x?] is

2

that integer n such that n — 1 < x* < n, and thus, by

substitution, x*> < [x2]. Since x > 1, both sides of the
inequality are positive, and so |x?| < |[x?]].

b. As in part (a), |_x2'| is that integer n such thatn — 1 <
x? < n. Adding 1 to all parts of this inequality gives
n<x?+1<n+1,5s0[x?] <x?+ 1. Thusif x is any
real number with x > 1, then

IEQIEES

because [x2] is positive

= ||—x2]| <x?+1 by the argument above
= “—xTH <x2+4+x*  because 1 < xZsincex > 1
o ) <20

= ¥ =27

c. Let A = 1and a = 1. Then, by part (a), |x?| < A|[x?]|
for all real numbers x > a, and thus, by definition of
Q-notation, [x?] is Q(x?).

Let B = 2and b = 1. Then, by part (b), |x?| < B |[x?]|
for all real numbers x > b, and thus, by definition of O-
notation, [x2] is O (x?).

We conclude that [ x?] is © (x2) by part (c) and Theorem
11.2.1(1). Alternatively, we can use the results of parts
(a) and (b), letting k = max(a, b), to obtain the result
that for all real numbers x > k,

Al <[+ = B

because x? is positive.

&

and conclude directly from the definition of ®-notation
that [x2] is ©(x?).

22. a. For all real numbers x > 1,

25.

26.

|7x* —95x3 + 3| < |7x*| 4+ 195x% + |3
by the triangle inequality
= |7x*—95x3 43| < Tx* +95x% +3
because all terms are positive
since x > 1
= |7x*—95x* 43| < 7x* +95x* +3x*
because x > 1 implies that
3 <x*andl < x*
105]x%|
because 749543 = 105
and x4 > 0.

= |7x* =95x3 43|

1A

b. 7x* —95x3 +3is O(x*)

Hint: Use an argument by contradiction similar to the one
in Example 11.2.8.

Proof: Suppose ao, ai,az, ...,a, are real numbers and
a, # 0. By the generalized triangle inequality,

|anx" + @ X"~ + -+ arx + aol
< lanx"| + lan1 X"~ + - -« + a1 x| + lao,

and because the absolute value of a product is the product
of the absolute values (exercise 44, Section 4.4),

|@nx"] + |@u—1x" 7 + - - + |arx| + |aol

< lan|lx" + |an—l||xn_l| + -+ laillx] + laol.



28.

31.

34.

37.

40.

In addition, when x > 1, property (11.2.1) implies that

o 2
_\_ll [ < X", o xt< .\_u’

n n

xt < x", x<x", 1<x",

and also x" = |x"| because x > 1. Thus

X" @i x" N g + a(,]
< laplIx"] + lag— i [1x"| 4+ far [|x" | + |ag|[x"]

< (lan| + a1l + -+ lar] + lagD1x"].

Let b =1and B = |a,| + |a,_| + -+ - + |ai| + |ag|. Then
for all real numbers x > b,

apx" +a,_ x" N ax +ag) < Bl,\'”|
and so, by definition of O-notation,

X" + @ ix" o b agx +ag is O

9543

Leta :( =

)-2 =28, and let A = % If x > a, then
- (95+3).2
7
95
7
9
z 3

24322

1
24 =

X

Qe 9w

because 3 < lsincex > 28

= Ix4 > 95x 43
by multiplying both sides by 75—3

= (7-%)X4 > 95x3 -3
because 95x° +3 > 95x3 — 3

and7—%

[STEN]

- Txt— Ixt > 95x% 3
by multiplying out

= Tx*—95x 43 > 3x4
by adding %.\'4 -95x3 +3
to both sides

=  Txt=95x"+3 > Ax*
because A = %
= |7x* —95x3 + 3| > AlxY

because both sides are nonnegative.

Hence, by definiton of Q-notation, 7x* —95x% +3 is
Q).

By exercise 22, 7x* — 95x3 + 3 is O(x*), and by exercise
28, 7x* — 95x% + 3 is Q(x*). Thus, by Theorem 11.2.1(1),
7x* — 9533 +3is O(x?).

('Y+1)‘:x—2) = '\.2_;1\'_2 J—l.\' - %.x - % is ®(x?)

by the theorem on polynomial orders.

nn+D)@2n+1) 203 43n%+n
6 - 6
which is ©(12%) by the theorem on polynomial orders.

By exercise 10 of Section 5.2, 12 +22 4+ 3>+ ... 4+ n? =

_ 13 1, 1
=3n +2n +6n,

42,

44.

46.
48.

49.

50.

11.2  Solutions and Hints to Selected Exercises A-109

nn+1)2n+1)
6

©n?). Hence 17 +2° + 32 4+ .- + % is O(nd).

n(n-{—l)) _

By Theorem 5.2.2,2 4+4+6+---4+2n =2 <T

1)(2 .
nn+1)2n+1) i

, and, by exercise 37 above, 3

n? + n, and by the theorem on polynomial orders, n2 + n is
O?). Thus2 +4+6+---+2nis O (n?).

By direct calculation or by Theorem 5.1.1, Y (4i — 9) =
4y i =2 9 =4 ("5 ) — on. The last equality
holds and the fact that
>0 19=949+ -+ 9(n summands) = 9n.

Then 4 (M) —9n =21’ 421 —9n = 2n? — Tn, and

because of Theorem 5.2.2

2
hence "7, (4i —9) = 2n* — Tn. But 2n*> — 7n is O (n?)
by the theorem on polynomial orders. Thus > (4i —9)
is ©(n?).
Hint: Use the result of exercise 13 from Section 5.2.

Hints:
. X" + ap X"V ax 4 a
a, X"
a,_; 1 a,» | a, 1 ay 1
:]+_._ _"‘;+'.‘+_'_I N
@ % 8y X° a; x" a;

b. lim, . f(x) = L means that given any real number
& > 0, there is a real number M > 0 such that L — ¢ <
J(x) < L + ¢ for all real numbers x > M. Apply the
definition of limit to the result of part (a), using & = 5

a. Let [, g, and h be functions from R to R, and sup-
pose f(x)is O(h(x)) and g(x) is O(h(x)). Then there
exist real numbers by, by, By, and B, such that | f(x)| <
B|h(x)| for all x > b, and [g(x)| < B,|h(x)| for all
X > by. Let B = B, + B,, and let b be the greater of
by and b,. Then, for all x > b,

L) 4+ )] < [/ + gl
by the triangle inequality
= S () +g@)| = Bilh(x)| + Balh(x)]
by hypothesis

= [f()+ g = (B + By)|h(x)]
by algebra

= |f(x)+g(x)| < Blh(x)] because B = B} + Bs.

Hence, by definition of O-notation, f(x)+ g(x) is
O(h(x)).

b. By exercise 15, for all x > 1,x? < x*. Hence |x?| <
| ~|x4| for all x > 1. Thus, by definition of O-notation,
x%is O(x*). Clearly also, [x*| < I-|x*| for all x, and so
x*is O(x*). It follows by part (a) that x> 4+ x* is O (x*).

d. Hint: It p,q, and s are positive integers, r is a
nonnegative integer, and f—[)> ':, then ps > gr and

yP/a i .
s0 ps —qr > 0. Also e = x P07 = x(pa=rolas,
Apply part (¢) to x/9, and use the fact that ps — gr
is an integer and ps — gr > 0 to make use of the result
of exercise 15.
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51.

a3

54.

57,

By part (d) of exercise 50, for all x > I,x <x*° and

1 = x% < x*3. Hence, by definition of O-notation (since
all expressions are positive), x is O (x*?) and 1 is O (x*/?).
Also, by exercise 13, x*3 is O(x*3). By part (c) of
exercise 49, then, —15x = (—15)x is O(x*?) and 7 =
7-1 is O(x*?). It follows, by part (a) of exercise 49
(applied twice), that 4x*3 — 15x + 7 = 4x*3 4 (—15x) +
7is O (x*3).

Hint: The proof is similar to the solution in Example 11.2.8.
(Choose a real number x so that x > B¢~ x > 1, and

x > b.)
i JXxBx 4+5)  3x32 45512
fx) = = -
£l 2x+1 )
f(x) is a sum of rational power functions with highest
power 3/2, and the denominator is a sum of rational power
functions with highest power 1. Because 3/2 — 1 = 1/2,
Theorem 11.2.4 implies that f(x) is Ox'?).
a. Proof (by mathematical induction): Let the property
P (n) be the inequality

VIHV2Z+ 3+ n <

Show that P (1) is true:

. The numerator of

When n = 1, the left-hand side of the inequality is 1, and
the right-hand side is 1¥/2, which is also 1. Thus P (1) is
true.

Show that for all integers k > 1, if P (k) is true, then
P(k + 1) is true:

Let k be any integer with k£ > 1, and suppose

VI+V2+ B3+ + k< k2

[inductive hypothesis]

We must show that

VI+V243+ Ve 1 <+ 1)
But

VI+V24+V3+ k1
=VI+V2+ V34 +Vhk+Vhk+1

by making the next-to-
last term explicit

+VE+T <P+ Vk+1

by inductive hypothesis

+Vk+1 <kvk+Vk+1

because k32 = kvk

+ vk +1
<kJE+T+VE+1
because vk < vk + 1

+Vk+1 < (k+ DVk+1
by factoring out v/k + 1

= VI+V2+V3+ -+ VE+ T < (k+ 1)

[This is what was to be shown.]

= V1+V2+/3+4-
= VI+V2+3+--
= JI+V2+V3+ -

= VI+V2+V3+--

b. Hint: When k > 1, k* > k*> — 1. Use the fact that k? —
1 = (k —1)(k+ 1) and divide both sides by k(k — 1)
to obtain Zf—l > kkil But kkl]
greater than or equal to 1 is greater than or equal to its
own square root. Thus /\kTI > kz'—l = 5 k/\l] = —\k/;;l
Hence kv/k > (k— Dvk+1=(k+1-2)Vk+1=
(k+Dvk+1—2Vk+1, and so kv/k +2Vk + 1 >
(k+ 1Dk +1.

¢ VI+V24+V34- 4+ Jnis OGP,

> 1, and any number

59. Proof: Suppose f(x) is o(g(x)). By definition of o-

ﬁ & — 0. By definition of limi, this

implies that given any real number & > 0, there exists a

S(x)

notation, lim,_,

real number x, such that } - 01 < ¢ for all x > xo.

g(x
Let b = max(xg, 1). Then |f(x)| < €|g(x)| for all x > b.
Choose ¢ = 1, and set B = 1. Then there exists a real num-
ber b such that | f(x)| < B|g(x)| for all x > b. Hence, by

definition of O-notation, f(x)is O(g(x)).

Section 11.3

1. a. log,(200) =

1n200
In2
0.0000000076 second
d. 200 = 40,000 nanoseconds = 0.00004 second
e. 2008 = 2.56 x 10" nanoseconds =

2.56x10'8 - ]
10960 - 60 - 24 - (365.25) years = 81.1215 years

g .
[because there are 10° nanoseconds in a second, 60 sec-

= 7.6 nanoseconds =

onds in a minute, 60 minutes in an hour, 24 hours in a day
and approximately 365.25 days in a year on average].

. a. When the input size is increased from m to 2m, the num-

ber of operations increases from cm? to ¢(2m)? = 4em?.
b. By part (a), the number of operations increases by a fac-
tor of (4em?)/em? = 4.
¢. When the input size is increased by a factor of 10 (from
m to 10m), the number of operations increases by a fac-
tor of (c¢(10m)?)/(cm?) = (100cm?)/cm?* = 100.

. a. Algorithm A has order n? and algorithm B has order

32
n .

b. Algorithm A is more efficient than algorithm B when
2n? < 80n*/?. This occurs exactly when

2

n
n? < 4m’? & —

7 < 40 & n'? < 40 & n < 40°.
32

Thus, algorithm A is more efficient than algorithm B
when n < 1,600.

¢. Algorithm B is at least 100 times more efficient than
algorithm A for values of n with 100(80n*/?) < 2n?.



11.

o |2 =

This occurs exactly when 8,000n%% < 2n” < 4,000 <

”

L5 4,000 < /it & 16,000,000 < n. Thus, algo-
n-=

rithm B is at least 100 times more efficient than algo-
rithm A when n > 16,000,000.

. There are two multiplications, one addition, and one

subtraction for each iteration of the loop, so there are
four times as many operations as there are iterations of
the loop. The loop is iterated (n — 1) =3 +1=n —3
times (since the number of iterations equals the top
minus the bottom index plus 1). Thus the total number
of operations is 4(n — 3) = 4n — 12.

. By the theorem on polynomial orders, 4n — 12 is ® (n),

so the algorithm segment has order n.

. There is one subtraction for each iteration of the loop,

and there are |n/2] iterations of the loop.

n/2 if n is even

(n—1)/2 ifnisodd

is ®(n) by theorem on polynomial orders, so the algo-
rithm segment has order 7.

. For each iteration of the inner loop, there are two mul-

tiplications and one addition. There are 2n iterations of
the inner loop for each iteration of the outer loop, and
there are n iterations of the outer loop. Therefore, the
number of iterations of the inner loop is 2n-n = 2n>. It
follows that the total number of elementary operations
that must be performed when the algorithm is executed
is 3-2n* = 6n°.

. Since 6n° is ©(n?) (by the theorem on polynomial

orders), the algorithm segment has order n?.

. There is one addition for each iteration of the inner

loop. The number of iterations in the inner loop can be
deduced from the table on the right, which shows the
values of k and j for which the inner loop is executed.

Hence the total number of iterations of the inner loop is
2434 +n=04+2434---+n) -1
nn 41 1 1
2%—1251124—5”—1

(by Theorem 5.2.2). Because one operation is performed
for each iteration of the inner loop, the total number of

operations is %”2 + %11 — 1.

11.3 Solutions and Hints to Selected Exercises A-111

b. By the theorem on polynomial orders, %nz + %n —1is

©(n?), and so the algorithm segment has order n2.

| 2 3 o n—1
1]12(1]2]3[1]2(|3(4]... 1 2(3]...|n
2 3 4 n

14. a. There is one addition for each iteration of the inner loop,

and there is one additional addition and one multipli-
cation for each iteration of the outer loop. The number
of iterations in the inner loop can be deduced from the
following table, which shows the values of i and j for
which the inner loop is executed.

14 2 3 el n
Jlrytr{211|2(3|---11123]--1|n
—~————
| 2 3 n

Hence the total number of iterations of the inner loop is

142434+ +n=0+2+3+---4n)

n 1 1 1
= % = Enz + 5”
(by Theorem 5.2.2). Because one addition is performed
for each iteration of the inner loop, the number of oper-

ations performed when the inner loop is executed is

%nz + % Now an additional two operations are per-

formed each time the outer loop is executed, and because
the outer loop is executed n times, this gives an addi-
tional 2n operations. Therefore, the total number of
operations is

1 1 1 3
Enz -+ En +2n = 5/12 - —2-nA

b. By the theorem on polynomial orders, %nz + %n is

®(n?), and so the algorithm segment has order n2.

17. a. There are two subtractions and one multipliction for

each iteration of the inner loop.

If n is odd, the number of iterations of the inner loop
can be deduced from the following table, which shows
the values of i and j for which the inner loop is exe-
cuted.

i 1 2 N3 4 5 n—1 n
i+1 n—1 ntl
! J 1|12 2 3 > :
j wtfelolzlilzlife]s E I IEE it
el SN 8 Tl [l
| ! ) ) 3 n—1 n+1
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Thus the number of iterations of the inner loop is

n—l+n—l+n+l
2 2 2

n—1 n-+1
:2-(1+2+3+~-+ )—i—

2 2
n—1/n-1 +1
2 2 n+1
2 + 2
by Theorem 5.2.2
n?—2n+1 +n—l_|_n—{-l
4 2 2
1

Lo 1]
= -n" =1 =
4" "2 T4

T+ 142424+

By similar reasoning, if n is even, then the number of
iterations of the inner loop is

n n
U2 234tz +5

=2- (142434 +3)

2
1+

=2- 5 by Theorem 5.2.2
_ n* n
= t5

Because three operations are performed for each itera-

2
tion of the inner loop, the answer is 3 (% + %) when
n is even and 3 (%nz +in+ 711) when 7 is odd.
b. Since 3 o +2)is®®*) and 3 (lnz PI l) is
: 4 291 “\4 2 4) "

also ®(n?) (by the theorem on polynomial orders), this
algorithm segment has order n°.
19. Hint: See Section 9.6 for a discussion of how to count the
number of iterations of the innermost loop.

20. all]  al2] al3] al4]  al5]
Initial order 6 2 | 8 4
Result of step 1 2 6 1 8 4
Result of step 2 1 2 6 8 4
Result of step 3 1 2 6 8 -
Final order 1 2 4 6 8

22.

n 5

all] | 6 2 1

al2] | 2] 6 2

af3] | 1 6 4
al4] | 8 8 6

al5] | 4 8

k 2 3 4 5 6
X 2 1 8 4

J 110 2(1]10]3 413]2

24. There are 14 comparisons. Each iteration of the while loop
involves two comparisons, one to test whether j # 0 and
one in the if statement to compare x and a[ j]. When k = 2,
the while loop executes one time, giving 2 comparisons;
when k = 3, it executes twice, giving 4 comparisons, when
k =4, it executes once, giving 2 comparisons and when
k = 5, it executes three times, giving 6 comparisons. Thus
the total is 2 4+ 4 4 2 4+ 6 = 14 comparisons.

27. Hint: The answer to part (a)is E, =3 +4+---+(n+ 1),
whichequals (1 +2+3+---+ @+ 1)) = (1 +2).

28. The top row of the table below shows the initial values of
the array, and the bottom row shows the final values. The
result for each value of k is shown in a separate row.

all]l al2] al3] al4] al5]

5 3 4 6 2

2 3 4 6 5

2 3 4 6 5

2 3 4 6 5

2 3 4 5 6

30. [, p

a[l] 5 2
al2] 3
al3] 4
al4] 6 5
al5] 2 5 6
k 1 2 3 4 5
IndexOfMin | 1| 2 5 2 3 4|5
i 2|3k s 3[4]|5]4]|5]5
temp 5 6

32. There is one comparison for each combination of values of
k and i: namely, 4 +3 +2+ 1= 10.

35. b.n—3+1=n—2 d. Hint: The answer is n°.



36. o

al0] 2

all] 1

al2] —1

al3] 3
X 2

polyval 2 0 24
i 1 3

term 1 12]—-1 -2 [—-4|3]|6]|12|24
J 1 1 2 1{2] 3

38. Number of multiplications

= number of iterations of the inner loop
=14+24+34---4+n

nn+1
= % by Theorem 5.2.2
number of additions
= number of iterations of the outer loop
=n

Hence the total number of multiplications and additions is

w +n= %nz + %n
40. i 3
al0] 2
a[l] 1
al2] -1
al3] 3
x 2
polyval 3 S5|11] 24
i 1 21 3

42. Hint: The answer is 7, = 2n.

Section 11.4

H Flx) =3

0 30 =1
| 31 =3
2 32=9
—1 8~ =1/%
~2 32 = 1/9
1/2 31217

—(1/2) | 3™ =o6

11.4 Solutions and Hints to Selected Exercises A-113

3 x h(x) =log,,x
1 0
10 1
100 2
1/10 -1
1/100 -2
i’% h(x) = log o x
ﬁl~}( é l=0 115 2}() :
% b |log, x|
I<x<?2 0
2<x<4 |
4<x<8 2
8§<x <16 3
12<x<1 -1
l/d<x<1/2 -2
YA
44 F(x) = |log, x|
3T o)
s —_— s
1+ —0
240
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10.

11.

13.

x x log, x

1 1.0=0

2 2:.1=2

4 4.2=8

8 8-3=24

1/8 (1/8)-(=3) = —=3/8
1/4 (1/4)-(=2)=—1/2
3/8 (3/8)- (log,(3/8)) = —0.53

i Ar

" 4

. The distance above the axis is (2% units) -(li"“‘) =

s - . 4 unit
= inches = 77575555 miles = 72,785,448,520,000
miles. The ratio of the height of the point to the aver-
age distance of the earth to the sun is approximately
72785448520000/93000000 = 782,639. (If you perform
the computation using metric units and the approximation
0.635cm = 1/4 inch, the ratio comes out to be approxi-

mately 780,912.)

b. By definition of logarithm, log, x is the exponent to
which b must be raised to obtain x. Thus when b is

actually raised to this exponent, x is obtained. That is,
blog,, Y= x.

b- ‘l
//
B
S o s y=X
T oe(ld
gt e A Tsi53)
~
4 i
-3, D ’ 2
o, L // ‘e (49 l)
4
—— ittt
-5 -3 g 1 3 5 x
// T'] —‘_
4-e 7
4 %
4 3+ ‘e(l,-3)
/7 '..
7 (2,4 Each pair of points
P <5 (, v) and (v, u) are
P -+ "mirror image reflections”
4 across the line y = x.
Hints: (1) |log,,x] = m, (2) See Example 11.4.1.

. No. Counterexample: Let n = 2. Then

[log,(n — 1)] = [log, 17 = [0] =0,
whereas [log, n] = [log,2] = [1] = 1.

. Hint: The statement is true.
. |log, 148206] 4+ 1 =18
21. a. a; =1

[4

y=dapp +2=a+2=1+2

s=app +2=a+2=1+2

s =aup +2=a+2=>1+2)+2
=1 F22

s=dsp F2=a+2=0+2)+2
=142-2

ag=app +2=a3+2=>0+2)+2
=1+2.2

a=agp +2=a+2=01+2)+2
=1+4+22

ag=agp +2=a4+2
=1+22)4+2=1+3-2

ag =app +2=a4+2

=(1+22)4+2=1+3-2

s}

Q

Q

a;s =apsp +2=a;+2

14+22)4+2=1+3-2

aje = apep +2=ag+2
=(1+3-2)+2=1+4+4-2

Il

Guess:
a, =1+ 2[log, n]

b. Proof: Suppose the sequence ay, s, as, ... is defined
recursively as follows: a; = 1 and ax = a») + 2 for
all integers k > 2. We will show by strong mathemat-
ical induction that the following property, P (n), is true
for all integers n > 2 : a, = 1 + 2[logn].

Show that P(1) is true: P (1) is the equation
1 +2log, 1] =1+2-0=1, which is the value of a;.
Show that for any integer k > 1, if P(i) is true for
all integers i from 1 through k, then P(k + 1) is true:
Let k be any integer with £ > 1, and suppose a; =
1 + 2[log, i] for all integers i from 1 through k. [This
is the inductive hypothesis.] We must show that a;,| =
1 +2[log,(k+1)].
Case 1 (k is odd): In this case k + 1 is even, and
Qg1 = dik+ny2) + 2
by the recursive definition of ay, az, a3, . ..
= dg+np +2

because k + 1 is even (Theorem 4.5.2)



A

.
23.
24.
25.

=1+ 2llog,((k+1)/2)] +2
by inductive hypothesis
=3+ 2|log,(k + 1) —log, 2|
by Theorem 7.2.1(b)
=3+4+2[log,(k+ 1) — 1]
because log, 2 = 1
=34+ 2(log,(k+1)] — 1)
because for all real numbers x, |[x — 1] = [x]| — |
by exercise 15, Section 4.5
=1+ 2llog,(k+ 1)]

by algebra.
Case 2 (k is even): In this case k + 1 is odd, and

st = Ajgernn) +2
by the recursive definition of ay, az, a3, - - -
= +2
by Theorem 4.5.2 because k + 1 is odd.
1+ 2[log,(k/2)] + 2
by inductive hypothesis
=3+ 2|log, k — log, 2|
by Theorem 7.2.1(b)
=3+42llog, k— 1]
because log, 2 = 1
=3+2(llog, k] — 1)
because for all real numbers x, [x — 1| =
[x] — 1 by exercise 15, Section 4.5
=1+ 2[log, k|
by algebra.
1+ 2[log, (k + 1)]
by property 11.4.3.

Thus in either case, ap; = 1 + 2[log, (k + 1)] [as was
to be shown].
Hint: When k > 2, then k*> > 2k, and so k <

k'l
)

. Hence

0|

Also when k > 2, then k* > 1,
2 2 2 2
%. Consequently, % + -é— < % + %— = k2,

2 .2
+k§%+’-‘2—:k2.

1
and so 5

Hint: Here is the argument for the inductive step in the case
where k is odd and k + 1 is even.

2¢(rnyp2) + (k+ 1)

Crkt1 =

by the recursive definition of ¢y, c3, c3, -

= G+l = Curnpt(k+1)

by Theorem 4.5.2 because & + 1 is even
2 L% log, (%)J +k+1)
by inductive hypothesis
(k+ 1 (log,(k + 1) —log, 2) + (k + 1)
by algebra and Theorem 7.2.1(b)
(k+ D(ogy(k+1)— 1D+ (k+1)
because log, 2 = 1
(k + 1)(log, (k + 1))
by algebra

IA

IA

U
A

Solution 1: One way to solve this problem is to compare
values for log, x and x'/'° for conveniently chosen, large
values of x. For instance, if powers of 10 are used, the
following results are obtained: log,(10'°) = 101log, 10 =

27.

29.
30.

32.

11.4 Solutions and Hints to Selected Exercises A-115

33.2 and (10')Y10 =100 (/19 = 10" = 10. Thus the
value x = 10" does not work.

However, since log,(10*°) = 201log, 10 = 66.4 and
(10919 = 102" /19 = 102 = 100, and since 66.4 <
100, the value x = 10* works.

Solution 2: Another approach is to use a graphing calculator
or computer to sketch graphs of y = log, x and y = x /',
taking seriously the hint to “think big” in choosing the inter-
val size for the x’s. A few tries and use of the zoom and
trace features make it appear that the graph of y = x!/!0
crosses above the graph of y = log, x at about 4.9155 x
10", Thus, for values of x larger than this, x'/'° > log, x.

As with exercise 25, you can solve this problem either by
numerical exploration or by exploring with a graphing cal-
culator or computer. For instance, if you raise 1.0001 to
successive large powers of 10, you can find the solution
x = 10% = 1,000,000. That is,

(1.0001)1000000 . 2 67 % 10% > 1,000,000.

(This is the first power of 10 that works.)

Alternatively, you can use a graphing calculator or com-
puter to sketch graphs of y; = (1.0001)* and y, = x and
look to see where the graph of y; = (1.0001)"* rises above
the graph of y, = x. You will need to zoom in carefully to
obtain an accurate answer. If you use this method, you will
find that if x > 116703, then (1.0001)* > x.

7x% + 3x log, x is @ (x?).

[To show that 2x + log, x is ©(x), we must find positive real
numbers A, B, and k such that Alx| < |2x + log, x| < B|x|

Jorall x > k.] It is clear from the graphs of y = log, x and

y =x that for all x > 0, log, x < x. Adding 2x to both
sides gives 2x + log, x < 3x, or, because all terms are pos-
itive,

[2x + log, x| < 3|x|.
Also, when x > 1, then log, x > 0, and s0 0 < x + log, x.

Adding x to both sides gives x < 2x + log, x. Thus when
x> 1,

|x| < 12x + log, x|

Therefore, let k = 1, A = 1, and B = 3. Then for all real
numbers x > k,

Alx| < 12x +log, x| < Blx|
and hence, by definition of ®-notation, 2x + log, x is
® (x).
For all integers n,2" <n®+2". Also, by property
(11.4.10), there is a real number k such that n2 < 2" for all

n > k. Adding 2" to both sides gives n?> +2" < 2" 42" =

2-2". Because all quantities are nonnegative, we can write
2" < |n®*+2"| <2-12"| forall integers n > k.

Let A =1and B = 2. Then
Al2"| < |n* +2"| < B|2"| forall integers n > k,

and hence, by definition of ®-notation, n> + 2" is ©(2").
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33. Hint: 2"t =2.2"

34. Hint: Use a proof by contradiction. Start by supposing
that there are positive real numbers B and b such that
4" < B-2" for all real numbers n > b, and use the fact that

4’1 4 n . . i
= (§> = 2" to obtain a contradiction.
35. By Theorem 5.2.3, for all integers n > 0,

n+l __ 1

1+2+22+_”+2n:7—1:2/1—%[_1.

Also
P =1 =2 =220
Thus, by transitivity of order,
142422+ 2" <2.2". (*)

Moreover, if n > 0, then

<142+ 442" (%)

Combining (*) and (*¥) gives
12" <1424224---+2"<2.2",
and so, because all parts are positive,
1429 = [148 £ 22 4o 427 < 94097,
Let A =1, B =2,and k = 1. Then for all integers n > k,

A 2" <14+24224+...42"| < B-|2"].

Thus, by definition of ®@-notation, 1 +2 + 2% + -+ 42" is
e@2m.
36. Hint: This is similar to the solution for exercise 35.
Use the fact that 4 + 42 +4° 4+ ... + 4" =
41 +4 442 8 4. 4 4amh,
39. Factor out the n to obtain

+n+l1+ +’1
PTE T g 2

1+ 7 1
2!1

n+1

l
5
by Theorem 5.2.3

I\JI'—‘

(1 — 2) and denominator by 2"*!

211+I )
= 2 1 by algeb
=n — = a.
o by algebra

1
Nowl§2-§§2whenn> 1. Thus

1
l-n < 2—— | <2-n,
n_n( 2”)_ n

( | — onl ) by multiplying numerator

and so, by substitution,

n n
l-n§n+§—|—z—|— +5< n.
Let A= 1, B =2, and k = . Then, because all quantities
are positive, for all integers n > k,

A-ln| =

+ n + n + n < B | |
1+ =+ -+t = I
PT3TE to 7

Hence, by definition of ®-notation, n + 3 + % S oy e St E’i—,
is ®(n). -

. If n is any integer with n > 3, then

n 1+]+1—|— +]
=n — == ).
3 2 3 n

_|_
n 2 + -l—
By Example 11.4.7,

| 1 1
Inn) <1+ =+=+---+—<2Inn).
n

2 3

If n > 1, then we may multiply through by n and use the
fact that all quantities are positive to obtain

[nIn(n)| <

+ n + n + +
g BB
T g

Let A =1, B =2, and k = . Then for all integers n > k,

n
—‘ <2in ().
n

A-lnln(n)| < ‘11+%+£+...+

”’<B| In(n)|
—-— . n
3 = = n In(n

and so, by definition of ®-notation, n + % - % 4+ ;—; -~
is @(nIn(n)). )

. Proof (by mathematical induction): Let the property P(n)

be the inequality n < 10".

Show that P (1) is true:

When n = 1, the inequality is 1 < 10, which is true.

Show that for all integers k > 1, if P (k) is true, then
P(k + 1) is true:

Let k be any integer with k > 1, and suppose k < 10%.
[This is the inductive hypothesis.] We must show that
k+ 1 < 10", By inductive hypothesis, k < 10*. Adding
| to both sides gives k-1 <10°+1. But when
k> 1,100 +1 <10 4+9-10 = 10-10f = 10**'.  Thus,
by transitivity of order, k + 1 < 105! [as was to be shown].

. Hint: To prove the inductive step, use the fact that if k > 1,

then k + 1 < 2k. Apply the logarithmic function with base
2 to both sides of this inequality, and use properties of log-
arithms.

. Hint:2-2.2--.2<2-(2-3-4.--n) =2-n!
[y S——

n factors

49. a. Proof: Suppose n is a variable that takes positive integer

values. Then

nl=n-m-—1-mn—2)-...-2-1

n factors
<n-n-n-n-...-n=n"
_—

n factors



52.

54.

because n — 1) <n,(n—2) <n,...,and 1 <n. Let
B = 1and b = 1. It follows from the displayed inequal-
ity and the fact that n! and n" are positive that |n!| <
B -|n"| for all integers n > b. Hence, by definition of
O-notation, n!is O (n").

c. Hint: (n)> =n!-n!'=(1.2-3- n)(n~(n —1)---3-2-1)

=<ﬁ )(l—l(n~'+1)) ﬂz(11—1+1) Show
r=I1 r=

that for all
r = n.

integers r = l B O R

a. Let n be a positive integer. For any real number x > 1,
properties of exponents and logarithms (see Sec-
tion 7.2) imply that 0 < log,(x) = log,((x!/")") =
nlog, (x'/") < nx'/" (where the last inequality holds by
substituting x'/ in place of u in log, u < u).

b. Let B=n and b =1. Then if x > xo, |log, x| =
log, x < B-|x'/"|, and so log, x is O(x'/").

Let 1z be a positive integer, and suppose that x > (21)*". By

properties of logarithms,

log, x (2/7)( ] )(lo 2 X)

= (2n) 1027( ’"> < 2nx® )

(where the last inequality holds by substituting x % in place
of u inlog, u < u). But raising both sides of x > (21)?" to
the 1/2 power gives x'/? > ((2/1)7”)”q = (2n)". When both
sides are multiplied by x!/2, the result is x = x'/?x!/? >
x!2(2n)" = x'2(2n)", or, more compactly,

x2@2n)" < x.

Then, since the power function defined by x — x!/" is
increasing for all x > 0 (see exercise 21 of Section 11.1),
we can take the nth root of both sides of the inequality and
use the laws of exponents to obtain

(xl/?_(z”)n)l/n <.X]/”
or, equivalently,
1
2nxm < x'/", (%)

Now use transitivity of order (Appendix A, T18) to com-
bine (*) and (**) and conclude that log, x < x'/* [as was to
be shown].

Proof (by mathematical induction): Let b be a real number
with b > 1, and let the property P (n) be the equation

fim () =0
im = 0.
x—o0 \ h¥

Show that P (1) is true:

N
By L'Hopital’s rule, lim, . », <;—\> =lim,_ <b‘_(llnT)) =
0. Thus P(1) is true.

Show that for all integers k > 1, if P (k) is true, then
P(k + 1) is true:

S; a;
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Let k be any integer with k> 1, and suppose
k
lHmy a5 (l%‘) = 0. [This is the inductive hypothesis.] We

) ok
must show that lim,_. S = 0. But by
A . i . k+1)xk
L’Hopital’s  rule, lim,_ o rb—( =il ((ln b))b\-“ =
k+1) .. k k+1)
((lnb) lim, o Z—‘ = ((lnb) -0 [by inductive hypothesis] = 0.

[This is what was to be shown. ]
b. By the result of part (a) and the definition of limit,
given any real number ¢ > 0, there exists an integer N

such that [27 — 0] < ¢ forall x > N. In this case take

e = 1. It follows that for all x > N, | A| Y:|<l.
Multiply both sides by |b*| to obtain |x"| < |b"|. Let
B =1and b = N. Then |x"| < B-|b*| for all x > b.
Hence, by definition of O-notation, x" is O (b*).

Section 11.5

1. log, 1000 = log,(10°*) = 31log,

10 = 3(3.32) = 9.96
log,(1,000,000) = log,(106) = 61log, 10 = 6(3.32)

=~ 19.92
log, (1,000,000,000,000) = log,(10'2) = 12log, 10
= 12(3.32) = 39.84

. a. If m = 2%, where k is a positive integer, then the algo-

rithm requires c|log,(2%)] = c¢|k] = ck operations. If
the input size is increased to m? = (2F)% = 2% then
the number of operations required is c|log,(2%)] =
¢|2k] = 2(ck). Hence the number of operations dou-
bles.

b. As in part (a), for an input of size m = 2*, where
k is a positive integer, the algorithm requires ck
operations. If the input size is increased to m'® =
(2K)10 = 219 then the number of operations required is
cllog, (2'%)] = ¢[10k] = 10(ck). Thus the number of
operations increases by a factor of 10.

¢. When the input size is increased from 27 to 228, the
factor by which the number of operations increases is
cLlogz(sz)J 28c¢ _
cllog,2N)] — Tc

. A little numerical exploration can help find an initial

window to use to draw the graphs of y =x and y =
|501og, x |. Note that when x = 28 = 256, | S0log, x| =
|5010g,(2%) | = [50-8] = [400] = 400 > 256 = x. But
when x = 2% =512, |50log, x | = |50log,(2°) | =
[50-9] = |450] =450 < 512 =x. So a good choice of
initial window would be the interval from 256 to 512.
Drawing the graphs, zooming if necessary, and using the
trace feature reveal that when n < 438, n < LSO log, nJ.

index 0 1
bot 1

top 10 4 1

mid 5 2 1
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index 0

bot 1 6 7

top 10 7 6
mid 5 8 6

7. a. top — bot + 1

b. Proof: Suppose top and bot are particular but arbitrar-
ily chosen positive integers such that top — bot + 1 is
an odd number. Then, by definition of odd, there is an
integer k such that

top — bot +1 =2k + 1
Adding 2 -bot — 1 to both sides gives
bot +top = 2-bot — 1 + 2k + 1
= 2(bot + k).

But bot + k is an integer. Hence, by definition of even,
bot + top is even.

'|n|z7l13\6|3\1|0\

o]

9. For each positive integer nn, n div2 = |n/2]. Thus when the
algorithm segment is run for a particular n and the while
loop has iterated one time, the input to the next iteration is
|n/2]. It follows that the number of iterations of the loop
for n is one more than the number of iterations for [n/2].
Thatis, a, = 1 +ap . Alsoa; = 1.

10. The recurrence relation and initial condition of
a,, aa, as, .. . derived in exercise 9 are the same as those
for the sequence w;, w,, ws, ... discussed in the worst-
case analysis of the binary search algorithm. Thus the gen-
eral formulas for the two sequences are the same. That is,
a, =1+ Llog2 n_], for all integers n > 1.

11. In the analysis of the binary search algorithm, it was shown
that 1 + Llog2 nJ is ®(log, n). Thus the algorithm segment
has order log, n.

14. Hint: The formulais b, = 1 + | logs n].

20.

[Tl ]5]
o] I~] =] =]

OJORONCROROROGROROXT)

22.
Initial array: |R G B U C F H G’

split

split
[R 6] [B U]
split split
B ]
merge merge
[¢ R| [B U]
merge

B G R U

Finalamy: [B C F G G H R U |

24. b. Refer to Figure 11.5.3 and observe that when k is odd,
the subarray a[bot], albot + 1], ..., almid] has length
(k +1)/2 = [k/2] and that when £ is even, it also has
length k/2 = [k/2].
25. Hint: The following are the steps for part (a) in the case
where & is odd and k + 1 is even:

Mpyr = m g2 + Mgy + &+ 1) — 1

= My = Mgz + Mg+ Kk+1) —1
by Theorem 4.5.2 and exercise 19 in
Section 4.5 because k+ 1 is even

= Mpy = 2mgny2 + Kk

= mge > 2[5 (H) log, (H1)] + &
by inductive hypothesis

= mgy > (1) log, (k + 1) — log, 2] + k

= mg = 3k+ Dlogyk+ 1) —1]1+k

= mg = s+ Dlogk+1D) - () + %

= mpy > Lk + Dlogy(k + 1) + 54

= m = 3(k+ Dlogy(k+1)

Section 12.1

1. a. Ly = {e,%, ¥, XX, V), XXX, XX, YXV, ¥YY, XXXX,
XYyX, YXXy, yyyy}
L, = {x, xx, Xy, XXX, XXy, Xyx, Xyy}
(a+b) (c+d)
. Partial answer: 11x =1-1=1,
21y =2/1 =2

w
e &

1264 =1-2=2,



4. L,L, is the set of all strings of @’s and &’s that start with an

16.

19.

22,

25.
28.

31.
34.
37
39.
40.

a and contain an odd number of a’s.

Ly U L is the set of all strings of «’s and b’s that contain an
even number of a’s or that start with an ¢ and contain only
that one a. (Note that because 0 is an even number, both €
and b arein L, U L».)

(L U L,y)* is the set of all strings of a’s and b’s. The reason
is that @ and b are both in L, U L,, and thus every string in
aand bisin (L, U Ly)*.

- (a [ ((b")D)((a*) | (ab))
10.
13.

(ab™ | cb*)(ac | be)

L(e|ab) = L(e)U L(ab) = {€}U L(a)L(b)
={e}U{xy|x € L(a)and y € L(b)}
={e}U{xy|x € {a}and y € {b}}
= {e} U {ab} = {e, ab}

Here are five strings out of infinitely many: 0101, 1, 01,

10000, and 011100.

The language consists of all strings of a’s and b’s that con-

tain exactly three ¢’s and end in an a.

aaaba is in the language but baabb is not because if a
string in the language contains a b to the right of the left-
most a, then it must contain another a to the right of the
all b’s.
One solution is 0*10*(0*10*10*)*.
L((r]$)t) = L(r|s)L(1) = (L(r) U L(s))L(1)
={xy|lx e (L(r)UL(s))and y € L(1)}
={xyl(xeL(r)orx e L(s))andy € L(1)}
={xy|(x € L(r)and y € L(1)) or
(x € L(s)yand y € L(1))}
= {xy|xy € L(rt)orxy € L(st)}
= L(rt)U L(st)
= L(rt|st)
prela — z]*
l[a—=z]*alelilo|u)la — z]*
[0 —91{3} - [0 — 912} - [0 — 9]{4}
[+ =110 =9I"(\. [&)[0 — 9]
Hint: Leap years from 1980 to 2079 are 1980, 1984, 1988,
1992, 1996, 2000, 2004, etc. Note that the fourth digit
is 0, 4, or 8 for the ones whose third digit is even and
that the fourth digit is 2 or 6 for those whose third digit
is odd.

Section 12.2

1
2.

a. $1 or more deposited

a. So, 51, 52 b. 0,1 C. 5o d. s,
e. Annotated next-state table:

Input
0 |
— S0 S S0
State K K S
© ) kY] 852

12.2  Solutions and Hints to Selected Exercises A-119

S.a. A/B,C,D,E,F b.x,y ¢ A d. D, E
e. Annotated next-state table:
Input
X y
— A C B
B F D
State C E F
@© D F D
© E E F
F F F

10.

11.

b. 0,1 ¢ s d.
e. Annotated next-state table:

a. S, S1,82,53 S0, S2

Input
0 1
- © S0 ) N
State S Sy K%
© k) K §3
53 53 S0

b. 0, 1

C. 5o d. s,

a. 5o, 51, 52

N(sp, 1) =82, N(s9, 1) = 53

N*(S(), 1001 I) = 52, N*(S], 01001) =5
N(s3,0) =54, N(s2, 1) =54
N*(s9,010011) = 53, N*(s3,01101) = 54

A

Note that multiple correct answers exist for part (d) of exercises
12 and 13, part (b) of exercises 14—19, and for exercises 20-48.

12.

14.

15.

17.

a. (i) so (i) s (iii) s

b. those in (i) and (ii) but not (iii)

¢. The language accepted by this automaton is the set of all
strings of 0’s and ’s that contain at least one 0 followed
(not necessarily immediately) by at least one 1.

d. 1700"1(0 | 1)*

a. The language accepted by this automaton is the set of all
strings of 0’s and 1’s that end 00.

b. (0]1)*00

a. The language accepted by this automaton is the set of all
strings of x’s and y’s of length at least two that consist
cither entirely of x’s or entirely of y’s.

b. xxx*|yyy*

a. The language accepted by this automaton is the set of
all strings of 0’s and 1’s with the following property: If
n is the number of 1’s in the string, then nmod 4 = 0
or nmod 4 = 2. This is equivalent to saying that n is
even.

b. 0%](0"10"10%)*
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18. a.

b.
20. a.

The language accepted by this automaton is the set of all
strings of 0’s and 1’s that end in 1.
O] hH*1

Call the automaton being constructed A. Acceptance of

a string by A depends on the values of three consecutive
inputs. Thus A requires at least four states:

so: initial state

s1: state indicating that the last input character was a 1

s55: state indicating that the last two input characters were
I’s

s3: state indicating that the last three input characters

were 1’s, the acceptance state

If a 0 is input to A when it is in state sy, no progress is
made toward achieving a string of three consecutive 1’s.
Hence A should remain in state so. If a 1 is input to A
when it is in state sp, it goes to state s;, which indicates
that the last input character of the string is a 1. From state
s1. A goes to state s, if a 1 is input. This indicates that
the last two characters of the string are 1’s. But if a 0 is
input, A should return to sy because the wait for a string
of three consecutive 1’s must start all over again. When
A is in state s, and a 1 is input, then a string of three
consecutive 1’s is achieved, so A should go to state s3.
If a 0 is input when A is in state s, then progress toward
accumulating a sequence of three consecutive 1’s is lost,
so A should return to so. When A is in a state s3 and a |
is input, then the final three symbols of the input string
are 1’s, and so A should stay in state s3. If a 0 is input
when A is in state s3, then A should return to state ¢ to
await the input of more 1°s. Thus the transition diagram
is as follows:

b.

O] 1) 111

21. Hint: Use five states: sy (the initial state), s, (the state indi-
cating that the previous input symbol was an @), s, (the state
indicating that the previous input symbol was a b), s3 (the
state indicating that the previous two input symbols were
a’s), and s4 (the state indicating that the previous two input
symbols were b’s).

23. a.

b. 01(0] 1)*

39. Let P denote a list of all letters of a lower-case alphabet
except p. R denote a list of all the letters of a lower-case
alphabet except r, and E denote a list of all the letters of a
lower-case alphabet except e.



42. Let 4 denote a list of all the consonants in a lower-case

alphabet.

Hint: This proof is virtually identical to that of Example
12.2.8. Just take p and ¢ in that proof so that p > ¢. From
the fact that A accepts a”b”, you can deduce that A accepts
alb’. Since p > g, this string is not in L.

Hint: Suppose the automaton A has N states. Choose an
integer m such that (m + 1)> —m? > N. Consider strings
of a’s of lengths between m? and (m + 1)%.

Since there are more strings than states, at least two strings
must send A to the same state s;:

(m + 1)2

ada...ada...qaa .. .aaa. . .4
2 T A
m -,
after both of these
inputs, A is in state s;

It follows (by removing the a’s shown in color) that the

automaton must accept a string of the form a*, where
i 4 2

m= <k < (m+1)>%

Section 12.3

PPN
51.

P
53.
1.

A,

a. O-equivalence classes: {sg, 51, 53, 54}, {2, 55}
l-equivalence classes: {sg, s3}, {51, s4}, {52, 55}
2-equivalence classes: {sg, s3}, {51, 54}, {52, 55}

12.3  Solutions and Hints to Selected Exercises

4. a. O-equivalence classes

2 {50, 51, 82}, {53, 84, 55}

I-equivalence classes: {so, 51, s2}, {53, 55}, {54}
2-equivalence classes: {sg, s2}, {s1}, {53, 55} {54}
3-equivalence classes

b.

s {s0, s2}, {51}, {3, 85}, {s4)

0-equivalence classes: {sq, 52}, {51, 53}
l-equivalence classes: {so}, {52}, {51, 53}

2-equivalence classes: {so}, {s2}. {1, 53}

Transition diagram for A :

For A’:

A-121

6. a. Hint: The 3-equivalence classes are {so}, {51}, {52}, {53},
{54}, {55}, and {s5}.
7. Yes. For A:

Except for the labeling of the states, the transition diagrams
for A and A’ are identical. Hence A and A’ accept the same
language, and so, by Theorem 12.3.3, A and A’ also accept
the same language. Thus A and A" are equivalent automata.
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9. For A:

11

.

0-equivalence classes: {sy, 82, $4, S5}, {S0, 53}
l-equivalence classes: {s1, 52}, {s4, 85}, {So, 53}
2-equivalence classes: {s}, {s2}, {54, 55}, {S0, 53}

3-equivalence classes: {s1}, {52}, {s4, 55}, {S0, 53}

Therefore, the states of A are the 3-equivalence classes
of A.

For A”:

0-equivalence classes: {s3, 53, 55, 55}, {50, 51}

1-equivalence classes: {s5, 55, 54, 55} , {50, 51}

Therefore, the states of A’ are the 1-equivalence classes
of A"

According to the text, two automata are equivalent if, and
only if, their quotient automata are isomorphic, provided
inaccessible states have first been removed. Now A and A’
have no inaccessible states, and A has four states whereas
‘A’ has only two states. Therefore, A and A’ are not equiva-
lent.

This result can also be obtained by noting, for example, that
the string 11 is accepted by A’ but not by A.

Partial answer: Suppose A is a finite-state automaton with
set of states S and relation R, of x-equivalence of states.
[To show that R, is an equivalence relation, we must show that
R is reflexive, symmetric, and transitive. |

Proof that R, is symmetric:

[We must show that for all states s and t, if s R, t thent R, s.]
Suppose that s and ¢ are states of A such that sR,t. [We
must show that t R, s.] Since s R, t, then for all input
strings w,

[N*(s, w) is an] N [N*(t, w) is an]

accepting state accepting state

12.

13

b

15.

17.

19.

where N* is the eventual-state function on A. But then,
by symmetry of the < relation, it is true that for all input
strings w,

[N*(r, w) is an] o [N*(s, w) is an]

accepting state accepting state

Hence t R, s [as was to be shown], so R, is symmetric.
The proof is identical to the proof of property (12.3.1) given
in the solution to exercise 11 provided each occurrence of
“for all input strings w” is replaced by “for all input strings
w of length less than or equal to k.”

Proof: By property (12.3.2), for each integer k > 0, k-
equivalence is an equivalence relation. But by Theorem
10.3.4, the distinct equivalence classes of an equivalence
relation form a partition of the set on which the relation is
defined. In this case, the relation is defined on the states of
the automaton. So the k-equivalence classes form a parti-
tion of the set of all states of the automaton.

Hint I1: Suppose Cy is a particular but arbitrarily chosen k-
equivalence class. You must show that there is a (k — 1)-
equivalence class Cy_, such that C; C Cy_;.

Hint 2: If s is any element in Cy, then s is a state of
the automaton. Now the (k — 1)-equivalence classes par-
tition the set of all states of the automaton into a union
of mutually disjoint subsets, so s € Cx_, for some (k — 1)-
equivalence class Cy_).

Hint 3: To show that C;, C Cy_;, you must show that for
any state 7, if t € Cy, thent € Cy—;.

Hint: If m < k, then every input string of length less than
or equal to m has length less than or equal to k.

Hint: Suppose two states s and ¢ are equivalent. You must
show that for any input symbol m, the next-states N (s, m)
and N (¢, m) are equivalent. To do this, use the definition of
equivalence and the fact that for any string w’, input symbol
m, and state s, N*(N (s, m), w’) = N*(s, mw').
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Abduction, 142
Absolute value, 187
Absolute value function, 722
Absorption laws, 35, 355, 376
Accepting state of machine (automaton), 792-793, 795-796, 798-799
Ackermann, Wilhelm, 332-333
Ackermann function, 332-333
Acquaintance graph, 637-638
Aczel, Amir D., 160n
Addition
in binary notation, 81
circuits for computer, 82-84
negative integers and computer, 87-90
Addition rule, 540-541
Additive identity, 213
Additive inverse, 4
Adjacency matrix, 662-664, 672-673
Adjacent edges, 626
sequences of, 644
Adjacent to itself (vertex), 626
Adjacent vertices, 626
sequences of, 644
Adleman, Leonard, 479-480
Airline route scheduling, 701-703, 705, 707-708, 710-711
Aldous, David, 518
Algebra, Boolean, 374-377
Algebraic expression
divisibility of, 172
representation of, 696-697
Algebraic proof
of binomial theorem, 592, 598-600
of Pascal’s formula, 595
of set identities, 370-372
Algol (computer language), 685
Algorithm(s)
binary search, 765-772
to check whether one set is subset of another, 348-349
to convert from base 10 to base 2 using repeated division by 2,
240-242
correctness of, 279-288
definition of, 214
Dijkstra’s shortest path, 710-714
division, 218-219, 284-286
efficiency of, 739-747, 764-776
Euclidean, 220-224, 286-288,
485-487, 497
execution times of, 740-741
finite-state automata simulated
by, 800-801
insertion sort, 740, 744-747
intractable, 775-776
Kruskal’s, 704-707
loop invariants and, 281-284

merge sort, 772-775
with nested loop, order for, 743-744
notation for, 218
number theory and, 214-224
order, 742-744
origin of word, 218
polynomial-time, 776
pre-/post-conditions, 280-281
Prim’s, 707-709
selection sort, 749
sequential search, 739-740
space efficiency of, 776
time efficiency of, 740-747
tractable, 775-776
Algorithmic language
conditional statement in, 214-215
description of, 214-217
for-next loop in, 215, 217
if-then-else statements and, 215-216
if-then statements and, 215-216
as pseudocode, 214
variables and expressions in, 214
while loop in, 215-217
Algorithm segments, computing orders
of, 742-744
Alice in Wonderland (Carroll), 146, 214
al-Kashi, Ghiyath al-Din Jamshid, 433

al-Khowarizmi, Abu Ja’far Mohammed ibn M{sa, 218

Alphabet
Caesar cipher and, 478-480
formal language over, 780-781
input, 793
regular expressions over, 783
sets of strings over, 329
string of characters of, 780-781
Alternating sequence, 229
Ambiguous language, 122—123
Ambiguous premises, 57

American Standard Code for information Interchange (ASCII), 437

Analytical Engine (Babbage’s), 739
Ancestor, 695
Anderson, John, 54
AND-gate, 66-67
multiple-input, 71
And statement
negation of, 32-34, 112
truth values for, 29
when to use, 34
Annotated next-state table, 794-795
Annual percentage rate (APR), 299-300
Antecedent, 40
Antisymmetry, 499
Any, misuse of, 158
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APR. See Annual percentage rate
Archimedes of Syracuse, 129n
Archimedian principle, 129n
Archimedian property for rational
numbers, 278
Area code strings, 807
Arguing from examples, 156-157
Argument(s)
definition of, 51
direct, 561
element, 337, 352, 354
indirect, when to use, 211
indirect, with contradiction and contraposition, 198-205, 561
logical form of, 23-24
by mathematical induction, 245
with “no,” 139
with quantified statements, 131-142
quantified statements, validity
of, 135-139
sound/unsound, 59
Tarski’s World, evaluating, 140-141
Argument form, 51
creating additional, 140-141
invalid, 52
valid, 51-52, 61, 135
Arguments, valid and invalid
contradictions and valid, 59-60
definition of, 51, 135
determining, 52
fallacies and, 57-59
invalid with true conclusion/premises, 59
modus ponens/modus tollens and, 52-54
proof by division into cases for, 56
rules of inference and, 54-57
valid with false conclusion/premises, 58
Aristotle, 23, 208
Arithmetic
fundamental theorem of, 176
modular, 482487
sequence, 306-307
Array(s)
See also One-dimensional arrays
action of insertion on, 745
middle elements of, 765-766
search algorithms for, 765-772
Arrow diagrams
for functions, 384-386
of relations, 16
Artificial intelligence, 127, 142, 359, 631
Art of Computer Programming, The (Knuth), 598n, 739
ASCII (American Standard Code for information Interchange), 437
Assignment statement, 214
Associative laws, 35, 355, 375
generalized, 372
matrix multiplication and, 668-669
Assumptions, 51
At least, 571
At most, 571
Augusta, Ada, Countess of Lovelace, 214
Automaton/automata
See also Finite-state automata
equivalent, 808, 816-817
nonaccepting states of, 795
push-down, 780
quotient, 809, 813-815
Average case order, for insertion sort
algorithm, 746-747
Axiom(s)
of extension, 7, 339
power set, 346
probability, 605-610

Babbage, Charles, 214, 739 %
Bachmann, Paul, 726
Backus, John, 685
Backus-Naur notation, 685, 780-781
Backward chaining, 359
Barber puzzle, 378-379
Barwise, Jon, 105
Base, 328
Base 2 notation, 78, 240-242
Base 10 notation, 240-242
Base 16 notation, 91
Basis property, 282
Basis step, 247, 268
Bayer, Dave, 518
Bayes, Thomas, 616
Baye’s theorem, 615-617
Beal, Andrew, 212
Beal’s conjecture, 212
Berry, G. G., 382
Best case orders
See also Average case order, for
insertion sort algorithm;
Worst case orders
of g (n), 741
for sequential search algorithm, 740
Biconditional
conditional statements as, 48
only if and, 44-46
truth tables for, 45
Binary notation, 78-79
addition/subtraction in, 81
bits needed to represent integer in, 755
conversions to and from, 241-242
hexadecimal notation converting
to/from, 92-93 )
for integers, 79 /ﬂ%\
Binary relation, 442, 447
on set A, 446
Binary representation
bits in, 755
of integers, 273-274
Binary search algorithm, 765-772
efficiency of, 768-772
as logarithmic, 771-772
tracing, 767
verification of, 770-771
while loops in, maximum number
of, 768
Binary trees, 695-700
existence of, 700
Binomial, 596
Binomial coefficient, 600
Binomial probabilities, 622
Binomial theorem, 592-602
algebraic proof of, 592, 598-600
combinatorial proof of, 592, 600-602
substitutions into, 367, 601
sum simplified with, 602
Bioinformatics, 787
Bipartite graph, 641
complete, 633
Birthday problem, 552
Birthdays (example), 554-555
Bits, 65, 79
in binary notation, representing
integer, 755
in binary representation, 755
Bit string, 529
with fixed number of 1’s, 575
Black boxes, 65-66 2
Boole, George, 23, 69, 375 /%)



Boolean algebra, 374-377
Boolean expressions
circuits and, 69-72
combinational circuits and, 73-74
digital logic circuits and, 69-72
for input/output tables, 72-73
legal, 329
recursive definition of, 328-329
Boolean functions, 390-391
Boolean variable, 69, 214
Branch vertex, 688
Bridge, 657
Bridges of Konigsberg (puzzle), 642-644
Bruner, Jerome S., 554
But, 25

Caesar, Julius, 478479
Caesar cipher, 478-480
Cancellation theorem for congruence
modulo n, 493
Cannibals and vegetarians (example), 631-632
Cantor, Georg, 6-7, 10, 336, 378-379, 433
Cantor diagonalization process, 433-437
Cardinality
computability and, 428-439
countable sets and, 430-432,
435436
properties of, 428-429
of set of all real numbers, 436437
sets with same, 428-430
uncountable sets and, 431, 434435
Cardinal number, 428
Cards
poker hand problems in, 574-575
probabilities for deck of, 518-519
Carroll, Lewis, 51, 144, 146, 214,
459-460, 565
Carry, 82
Cartesian plane, 12,717
Cartesian products, 14, 346-348
elements in, 528
function defined by, 388
n-ary relations and, 446447
sets and, 10-11
Catalan, Eugene, 212, 292
Catalan numbers, 292
Caylely, Arthur, 685
Ceiling, 191-196
Ceiling functions, 383, 719
Chain, 506-507
Chaining, backward and forward, 359
Character classes, 787-788
Characteristic equation of recurrence
relation, 318-320
Characteristic function of subset, 396
Characters of string, 529
Children
in binary tree, 696
in rooted tree, 695
Chomsky, Noam, 684, 779-780
Church, Alonzo, 779
Church-Turing thesis, 779
Chu Shih-chieh, 603
Ciphertext, 478
Circle relation, 15
Circuit-free graph, 683
Circuits
Boolean expressions and, 69-72
combinational, 66-67, 73-74, 791
for computer addition, 82-84

Index

computer memory, 791
connectedness and, 646-648
digital logic, 64-75
digital logic, equivalence classes
of, 470-471
digital logic, equivalence
of, 463-464
Euler, 648-653
full-adder, 83
graphs and, 642-656
half-adder, 82-83
Hamiltonian, 653-656
input/output tables, designing, 73-74
sequential, 67, 791
simple, 644-645
simplifying combinational, 73-74
with two input signals, input/output
tables for, 528-529
Circular reasoning, 57
Cities visited in order
Hamiltonian circuit and, 653-656
spanning trees for, 701-703
Class(es)
of a, 465
character, 787-788
equivalence, 465474
isomorphism, finding representatives
of, 678-679
NP, 776
P, 776
Clay Mathematics Institute, 776
Closed form, 251, 602
Closed walk, 644-645
Code generator, 780
Coding theory, 389
Co-domain, 384, 397
Coefficients
binomial, 600
constant, 317-326
polynomial function with
negative, 731-733
Collatz, Luther, 333
Collision, 401
Collision resolution methods, 401
Colmerauer, A., 127
Columns, multiplying, 666-667
Combinational circuit, 66, 791
Boolean expressions and, 73-74
rules for, 67
Combinations
permutations and, 567-569
r-, 566, 584-590
of sets, 565-581
of teams, calculating, 569-574
3-, 566
Combinatorial proof
of binomial theorem, 592, 600-602
of Pascal’s formula, 595-596
Common logarithms, 407
Commutative laws, 35, 355, 375
Comparable elements, 505-506
Compatible partial order relations, 507-508
Compiler, computer, 780, 787
identifiers and, 464
Complement(s)
See also One’s complement; Two’s complements
in Boolean algebra, 375-377
of event, probability of, 543,
605-606
of graph, 641
of sets, 341-342

1-3
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Complement(s) (cont.)
of universal/null sets, 355
of 0and 1, 376
Complement laws, 355, 375
See also Double complement laws
uniqueness of, 375-376
Complete enumeration, 567
Complete graphs, 633
Complete set of residues modulo 7, 481
Composing, 417
Composite integers, 148
Composite numbers, 148
Composition of functions, 416-426
finite sets defining, 418
formulas defining, 417418
with identity function, 418-420
with inverse functions, 420421
one-to-one functions and, 421-423
onto functions and, 423-426
Compound interest, calculating, 298-300
Compound statements, 25-29
truth values/tables for, 28-29
Computability, cardinality and, 428439
Computer addition
circuits for, 82-84
with negative integers and two’s complements, 87-90
Computer algorithms. See Algorithm(s)
Computer compiler, 780, 787
identifiers and, 464
Computer languages
Algol, 685
Backus-Naur notation for, 685
Java, 477
variables in, 214
Computer memory circuit, 791
Computer programming
correctness of, 279-288
countability of, 437-438
sequences in, 239-240
Computer representation of negative integers and two’s complements,
84-86
Computer science, theoretical foundations of, 779-780
Concatenation, 415, 783
Conclusion(s), 40
in conditional statement, 47-48
invalid argument with true, 59
jumping to, 57, 157
universal modus ponens for drawing, 133-134
universal modus tollens for drawing, 135
valid argument with false, 58
Conditional probability, 611-615
Conditional statements, 2, 39-51
in algorithmic language, 214-215
as biconditional, 48
contrapositive of, 43
converse and inverse of, 43—44
definition of, 3940
with hypothesis, 40
hypothesis and conclusion in, 4748
if-then as or, 41-42
logical equivalences and, 40
negation of, 42
only if and biconditional, 44-46
proof for, 363
truth table for, 40
vacuously true, 40
Congruence modulo 2 relation, 443
Congruence modulo 3 relation, 448
equivalence classes of, 471-473
properties of, 455-456
Congruence modulo n

cancellation theorem for, 493
properties of, 480482
Congruences, evaluating, 473
Conjunction, 25
truth tables for, 27
Connected components, 647-648
matrices and, 656-666
Connected graphs, 646-647
Connected subgraph, 647
Connected vertices, 626
Consecutive integers, 163, 178
with opposite parity, 183-185
Consequent, 40
Constant coefficients, 317-326
Constant function, 20
Constructive proofs of existence, 148—149
Context-free languages, 780
Contradiction
definition of, 34
indirect argument by, 198-205, 561
logical equivalence and, 35
method of proof by, 198201
proof by contraposition compared to, 203-204
rule, 59
valid arguments and, 59-60
Contradictory statement, 34
Contraposition
indirect argument by, 198-205, 561
method of proof by, 202-203
proof by contradiction compared to, 203-204
Contrapositive
of conditional statements, 43
of generalized pigeonhole principle, 560-561
of universal conditional statements, 113-114
Converse
of conditional statements, 43—44
of universal conditional statements, 113-114
Converse error, 57-58
quantified form of, 138, 141-142
Corollary, 167-168
Countable sets, 430-432, 435-436
Counterexamples
direct proof and I, 146-161
direct proof and II (rational numbers), 163-168
direct proof and III (divisibility), 170-177
direct proof and IV (division into cases and quotient-remainder
theorem), 180189
direct proof and V (floor and ceiling), 191-196
divisibility and, 175-176
for set identity, 367-368
to universal statements, 98-99
universal statements disproved by, 149-150
Counting, 516-624
advice about, 577-578
Baye’s theorem and, 615-617
binomial theorem and, 592-602
conditional probability and, 611-615
double, 577-578
elements of a list, 520-522
elements of disjoint sets, 540—-549
elements of one-dimensional arrays, 521-522
expected value and, 608-610
of general union elements, 546-547
independent events and, 617-622
integers divisible by five, 541
of intersection elements, 547-549
iterations in nested loop, 529-530
iterations of loop, 588
of passwords, 540-541
PINs, 527-528
PINs, with repeated symbols, 542-543



possibility trees and multiplication
rule, 525-536
probability and, 516-522
probability axioms and, 605-610
of Python identifiers, 543-544
r-combinations, 584-590
subsets of a set, 565-581
triples, 587-588
walks of length n, 671-673
Courses required for degree, 510
CPM (Critical Path Method), 510-512
Critical path, 512
Critical Path Method (CPM), 510-512
Critical row, 52
Cross products, 473
Cryptography
definition of, 478
inverse modulo 7 in, 488-490
number theory and, 496
public-key, 479-480, 491
RSA, 484, 490-492, 494-496

Database, simple, 447
Data type, 214
Dates, regular expressions for, 788-789
da Vinci, Leonardo, 1
Davis, Philip J., 191, 367
Day of the week, computing, 182
Decimal, repeating/terminal, 557
Decimal digits, 179
Decimal expansion of fractions, 557-559
Decimal notation, 78
binary notation conversions to and
from, 80
conversions to and from, 241-242
hexadecimal notation to, 91-92
Decimal representation, 179
Decision tree, 684
Decoding functions, 389
Decreasing functions, 722-723
Decrypting, 478
with Caesar cipher, 478—480
with RSA cryptography, 492
Dedekind, Richard, 474
Deductive reasoning, 258
universal instantiation and, 132
Degree of a vertex, 634-638
De Morgan, Augustus, 23, 32, 246
De Morgan’s laws for sets, 355, 376
proof of, 359-361
De Morgan’s laws of logic, 35, 112
applying, 32-33
definition of, 32
inequalities of, 33-34
Derangement of sets, 553
Descartes, René, 117, 717, 751
Descendent, 695
Diaconis, Persi, 518
Diagrams
See also Arrow diagrams
Hasse, 503-505, 511
invalidity shown with, 138-139
transition, 793-794
validity tested with, 136—137
Dice, probability in rolling pair of, 519
Dictionary order, 502
Difference rule, 541-545
Differences of sets, 341-342
Digital logic circuits, 64-75
background of, 64-65
black boxes and gates in, 65-66
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Boolean expressions and, 69-72
equivalence classes of, 470-471
equivalence of, 463-464
equivalent, 74
input/output table for, 66-69
Digraph, 629
Dijkstra, Edsger W., 279-280, 336, 710
Dijkstra’s shortest path algorithm,
710-714
Dirac, P. A. M., 449
Direct argument, 561
Directed edge, 629
Directed graphs, 267, 629
matrices and, 662-664
of partial order relation, 505
of relation, 446
Direct proof
counterexample I and, 146-161
counterexample II and (rational numbers), 163-168
counterexample III and (divisibility), 170-177
counterexample IV and (division into cases and quotient-remainder
theorem), 180-189
counterexample V and (floor and ceiling), 191-196
method of, 152
of theorem, 152-154
Dirichlet, Lejeune, 384, 554
Dirichlet box principle, 554
Disconnected graphs, 646-647
Discourse, universe of, 341
Discourse on Method (Descartes), 717
Discovery, 146
Discrete mathematics, 8
Disjoint events, 618
Disjoint sets, 344-345
counting elements of, 540-549
mutually, 345
Disjunction, 25
truth tables for, 28
Disjunctive normal form, 72
Disproof
of alleged property of floor, 192-193
of alleged set property, 367-638
of existential statement, 159
of subsets, 337-338
of universal statements by counterexample, 149-150
Disquisitiones Arithmeticae (Gauss), 472
Distinct equivalence class, 467-470
Distinct-roots case, 318-324
Distinct-roots theorem, 321-322
Distributive laws, 35, 310, 355, 375
generalized, 363-364
proof of, 356-359
div, 181-183, 196
as function, 383
Divide-and-conquer strategy, 765
binary search algorithm, 765-772
merge sort algorithm, 772-775
Divides, 170
“Divides” relation
Hasse diagrams for, 503-504
on positive integers, 501
Divisibility, 170-177
of algebraic expression, 172
checking non-, 172
counterexamples and, 175-176
definition of, 170
mathematical induction to prove, 259-261
by prime numbers, 172, 174-175, 269-270
proofs for properties of, 173-175
transitivity of, 173-174
unique factorization theorem and, 176-177
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Division algorithm, 218-219
correctness of, 284-286
Division into cases, proof by, 56, 184—185
Division rule, 583
Divisor(s)
greatest common, 220-224
positive, 171
of zero and one, 171-172
Dodecahedron, 653-654
Domain, 384
co-, 384,397
Domino, 264
Dot product, 666
Double complement laws, 355, 375
proof of, 377
Double counting, 577-578
Double negative laws, 35
Double negative property, 31
Double of rational number, 168
Doubly indexed sequence, 578
Drawing graphs, 628-629
Dual identity, 376
Duality principle, 376
Dummy variable, 235
in loop, 239-240

EBCDIC (Extended Binary-Coded Decimal Interchange Code), 437, 538

Edge-endpoint function, 626
Edges
adjacent, 626, 644
bridge from, 657
definition of, 311, 626
directed, 629
incident on its endpoints, 626
parallel, 626
Edinburgh prolog, 128n
Edison, Thomas Alva, 317
8-bit representation, 86-87
Einstein, Albert, 540
Element argument, 337, 352, 354
Elementary operations, 741
Elements
in cartesian products, 528
comparable, 505-506
counting, 520-522
of disjoint set, counting, 540-549
of general union, counting, 546-547
greatest, 507
of intersection, counting, 547-549
least, 507
maximal, 507
minimal, 507
noncomparable, 505
ordered selection of, 566
permutations of, 533-536
in set, 562
unordered selection of, 566-567
Elements of Geometry (Euclid), 208, 210
Elements of set
disjoint set, 540-549
least, 275-276
permutations with repeated, 576-577
selection methods in, 566
Elimination, 55
Elkies, Noam, 160
Ellipsis, 7, 227
Empty graph, 626
Empty set, 344, 361-364
deriving set identity using properties
of, 371
proof of, 363

uniqueness of, 362
Encoding functions, 389
Encrypting, 478
with Caesar cipher, 478-480
with RSA cryptography, 492
End of world, calculating, 293-296, 310
Endpoints, 626, 629
End while, 216, 281
Enumeration, complete, 567
Equality
of functions, 21, 386
properties of, 453-454
proving, 254-255
relations, 453
set, 339
Equally likely probability formula, 518
Equivalence classes
of a, 465
of congruence modulo 3, 471-473
of digital logic circuits, 470471
distinct, 467-470
of equivalence relations, 465474
of identifiers, 466-467
of identity relation, 467-470
rational numbers as, 473474
of relation as ordered pair, 465-466
of relation on subset, 466
representative of, 472

Equivalence of states of finite-state automata, 809-810

Equivalence relations, 459474
congruence modulo n as, 481482
definition of, 462465
equivalence classes of, 465474
finite-state automata and, 809-817
graph isomorphism of, 677-678
modular, 480482
on set of subsets, 463

Equivalent automata, 808, 816-817

Equivalent digital logic circuits, 74, 463—464

Eratosthenes, 206-207

Escape character, 784

Etchemendy, John, 105

Euclid, 176, 208, 210, 220

Euclidean algorithm, 220-224
correctness of, 286288
extended version of, 485487, 497

Euclid’s lemma, 492-493

Euler, Leonhard, 160, 642-643

Euler circuits, 648-653

Euler phi function, 396

Euler’s conjecture, 160

Euler trail, 652-653

Even integers, 199200
countability of all, 432
definition of, 147
deriving additional results about, 167
Goldbach’s conjecture about, 160
square of, 202-203
sum of, 152-154

Even parity, strings with, 786

Event(s)
disjoint, 618
independent, 617-622
mutually independent, 620-621
pairwise independent, 620
probability of, 518

probability of compliment of, 543, 605-606
probability of general union of two, 606-608

Eventual-state function, 796-797
Examples, arguing from, 156-157
Exclusive or, 28-29



Execution times, of algorithm, 740-741
Exhaustion, method of, 99, 150
Existence of graphs, 636-637
Existential instantiation, 153
Existential quantifier, 99-100
as implicit, 103
Existential statements, 2
disproof of, 159
equivalent forms of, 103
negation of, 109
proofs of, 148-149
true/false, 99-100
Existential universal statements, 4
rewriting, 5
Expanded form, 230-231
Expected value, 608-610
of lottery, 608-609
of tossing loaded coin twice, 620
Expert systems, 142
Explicit formula
for Fibonacci sequence, 323-324
finding, 305-307
for geometric sequence, 252-256, 307-308
for given initial term, 229-230
incorrect, 313-314
mathematical induction checking correctness of, 312-314
for sequences, 228-229
simplifying, 309-312
for Tower of Hanoi, 310
Exponential functions
with base b, 405407
graphs of, 751-752
one-to-oneness of, 407
Exponential orders, 757-762
Exponents
laws of, 406
modular arithmetic computations using, 484-485
Expressions
See also Regular expression(s)
in algorithmic language, 214
numerical, 305

Extended Binary-Coded Decimal Interchange Code (EBCDIC), 437, 538

Extended Euclidean algorithm, 485-487, 497
Extension, axiom of, 7, 339

Factor, 170
growth, 299
Factorial notation, 237-239
Factorization theorem for integers, unique, 492493
Fallacies, 57-59
False positive/false negative, 616617
Fantasy rule for mathematical proof, 354
Fermat, Pierre de, 159-160, 170, 211, 246, 520
last theorem, 160, 160n, 211-212
little theorem, 494
Fermat primes, 211
Fibonacci (Leonardo of Pisa), 297
Fibonacci numbers, 297-298
Fibonacci sequence, explicit formula for, 323-324
Final term, 228
adding on/separating off, 232
Finite relation
antisymmetry of, 499
inverse of, 444-445
Finite sets, 561-562
composition of functions defined on, 418
definition of, 428, 561-562
functions and relations on, 17-18
one-to-one and onto for, 562-563
one-to-one functions defined on, 397
onto functions defined on, 403

Index

relations on, properties of, 451-453
Finite-state automata, 780, 791-805
algorithms simulating, 800-801
definition of, 793-795
designing, 797-799
equivalence relations and, 809-817
eventual-state function and, 796-797
inaccessible states of, 817
as input/output devices, 816
k-equivalent states of, 810-812
language accepted by, 795-796
nondeterministic, 803
pigeonhole principle and, 804-805
regular expressions and, 801-804
simplifying, 808-817
software simulating, 799-801
strings accepted by, 798-799
First-order logic, language of, 127
Floor, 191-196
Floor functions, 383, 744
graphs of, 719-720
Floyd, Robert W., 280
For all statements, 3, 5
negation of, 112
Forest, 683
Formal language(s), 780-783
informal language v., 100-101
multiply-quantified statements translated to, 121-122
notation for, 781
over alphabet, 780-781
Formal logical notation, 125-127
Formulas
See also Explicit formula
choosing, 590
composition of functions defined by, 417418
functions defined by, 20
Pascal’s, 592-596
summation of first n integers, 248-252, 311-312, 735
For-next loop, 215, 217, 239
Forster, E. M., 64
Forward chaining, 359
Fractions, decimal expansion of, 557-559
Frege, F. L. G., 474
Frege, Gottlob, 98
Friedl, Jeffrey E. F., 801n
Frye, Roger, 160
Full-adder, 82-84
Full binary tree, 696
existence of, 698-700
Fuller, R. Buckminster, 675
Function(s)
See also Composition of functions; Exponential functions;
Finite-state automata; Logarithmic functions
absolute value, 722
algorithm efficiency and, 739-747, 764-776
arrow diagrams for, 384-386
Boolean, 390-391
cardinality with applications to computability, 428—439
Cartesian product defining, 388
ceiling, 383, 719
composed of rational power functions, 735-736
constant, 20
decreasing, 722-723
defining, 16-17
definition of, 384
div as, 383
encoding and decoding, 389
equality of, 21, 386
Euler phi, 396
eventual-state, 796-797
examples of, 387-390
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Function(s) (cont.)
f(x),384
on finite sets, 17-18
floor, 383, 719-720, 744
formulas defining, 20
general sets defining, 383-393
graphing, defined on sets of integers, 720
graph of, 626, 718
Hamming distance, 389-390
hash, 401
identity, composition of functions with, 418—420
identity, on a set, 387
increasing, 722-723
input/output tables defining, 390
of Integer variables, 734-735
inverse, 397, 410413, 420421
machines, 19-20
mod as, 383
multiple of, 721, 723
noncomputable, 438
not well defined, 391-392
one-to-one, 397-400, 421-423
onto, 402-405, 423-426
pigeonhole principle and, 554-563
polynomial, 730-734
power, 718-719, 729-730, 734-736
power sets defining, 387-388
probability, 605
propositional, 96
real-valued, of real variable, 717-723
recursive, 332-333
sequences as, 387
on sets of real numbers, 18-19
squaring, 20, 416417
string-reversing, 409
on subsets of set, 392
successor, 20, 416417
with union, 392-393
value of, 384
well-defined, 391-392
Fundamental theorem of arithmetic, 176

Galilei, Galileo, 428
Gambler’s ruin (example), 609-610
Gates, 65-66
Gauss, Carl Friedrich, 176, 251, 472
ged. See Greatest common divisor
General formula for sequence, 228
Generalization, 54-55
Generalized associative law, 372
Generalized pigeonhole principle, 559-561
Generalizing from the generic particular, method of, 151-152, 160, 165
General recursive definitions, 328-333
Geometric sequence
definition of, 307
explicit formula for, 307-308
explicit formula for summation of, 252-256
Germain, Marie-Sophie, 211-212
Gibbs, Josh Willard, 13
Gilbert, William S., 592
Glaser, 78
Gleick, James, 160
Gaodel, Escher, Bach (Hofstadter), 328, 330, 354
Gddel, Kurt, 379
Goldbach, Christian, 160
Goldbach conjecture, 160
Golden ratio, 328
Golomb, Solomon, 264-265
Grammars, 780
Graph(s), 625-681
See also Directed graphs

of absolute value function, 722
acquaintance, 637-638
bipartite, 641
circuit-free, 683
circuits and, 642-656
complement of, 641
complete, 633
complete bipartite, 633
connected, 646-647
definition of, 625-627
degree of a vertex and, 634-638
disconnected, 646647
drawing, 628-629
empty, 626
of equation, 626
examples of, 629-632
existence of, 636-637
of exponential functions, 751-752
of f,718
of floor functions, 719-720
forest, 683
of function, 626, 718
of function, defined on set of integers, 720
isomorphic, 675-681
knowledge represented with, 631
of logarithmic functions, 752-754
matrix representations of, 661-673
of multiple of function, 721, 723
network represented with, 629630
nonempty, 626
nonisomorphic, 679-680
paths in, 642-656
pictorial representation of, 628—629
of power function, 718-719
properties of, 625627
real-valued functions of real variable
and, 717-723
simple, 632-633
sub-, 634
terminology of, 627
total degree of, 635-636
total weight of, 703-704
tree, 683, 690
undirected, 664
weighted, 703-704
World Wide Web represented by, 630
Graph theory, origin of, 642-644
Greatest common divisor (gcd), 220-224
as linear combination, 486487
subtraction computing, 226
Greatest element, 507
Green, Ben Joseph, 211
Gries, David, 280
Griggs, Jerrold, 354
Growth factor, 299
Guard condition, 215, 281
eventual falsity of, 282

Hairs on heads example, 555
Half-adder, 82-83
Hall, Monty, 519-520
Halting problem, 379-380
Hamilton, Sir William Rowan, 653
Hamiltonian circuits, 653656
Hamming, Richard W., 389
Hamming distance function, 389-390
Handshake theorem/lemma, 635-636
Hanoi, Tower of, 293-296

explicit formula for, 310
Hardy, G. H., 198, 227, 478, 496
Harmonic sums, 760-762



Hash functions, 401
Hasse, Helmit, 503
Hasse diagrams, 503-505
sideways, 511
Hausdorff, Felix, 10
Height (rooted tree), 695
Hersh, Reuben, 191, 367
Hexadecimal notation, 91
binary notation converting to/from, 92-93
decimal notation converted from, 91-92
Hilbert, David, 374, 793
Hoare, C. A. R, 282
Hofstadter, Douglas, 328, 330, 352, 354
Horizontal axes, 717
Horner’s rule, 750
HTTP (hypertext transfer protocols), 630
Hydrocarbon, saturated, 686
Hydrocarbon molecules, structure of, 686-687
Hypertext transfer protocols (HTTPs), 630
Hypothesis, 51
in conditional statement, 4748
conditional statement with, 40
inductive, 247, 268

Idempotent laws, 35, 355, 376
proof of, 377
Identifiers
computer compilers and, 464
equivalence class of, 466-467
Python, 543-544
relation on set of, 464465
Identity, 355
See also Set identities
Identity function
composition of functions with, 418-420
on a set, 387
Identity laws, 35, 355, 375
Identity matrices, 669-670
Identity relation, equivalence class of, 467-470
If, misuse of, 158
If-then-else statements, 184, 215-216
If-then statements, 3
necessary/sufficient conditions and, 47
negation of, 42
only if converted to, 45-46
or statements and, 41-42
ijth entry of matrix, 661
of power of adjacency matrix, 672-673
Image(s), 397
inverse, 384
of X under F, 384
Implication arrow, 731n
Implicit universal quantification, 103—-104
Inaccessible states of finite-state automata, 817
Incident on (edge), 626
Inclusion/exclusion rule, 545-549
Inclusion in union, 352
Inclusion of intersection, 352
Increasing functions, 722-723
Independent events, 617-622
Index, 228
of summation, 230-231
variable, 766
Indexed collection of sets, 343
Indirect argument
classical theorems of, 207-212
contradiction and contraposition
and, 198-205, 561
when to use, 211
Induction, 258-259
See also Mathematical induction

Index

Inductive hypothesis, 247, 268
Inductive property, 282
Inductive step, 247, 268
Inequalities, 26
De Morgan’s laws of logic and, 33-34
logarithmic, 758-759
mathematical induction to prove, 261-263
triangle, 187-189
Inference, rules of
summary of, 60-61
valid/invalid arguments and, 54-57
Infinite relation, inverse of, 445
Infinite sequence, 228
Infinite set(s)
countability of, 431432
definition of, 428, 562
one-to-one functions defined on, 399400
onto functions defining, 403-405
relations on, properties of, 453456
Infinite tree, 693
Infinities, search for larger, 432-437
Infinitude of set of prime numbers, 210-211
Infix notation, 782
Informal language
formal language v., 100-101
multiply-quantified statements translated from, 121-122
simple conditionals in, 48
Initial conditions, 290
linear combinations satisfying, 320-322
Initial state, 793
Initial term, 228
explicit formula to fit given, 229-230
Input alphabet, 793
Input/output devices, finite-state automata as, 816
Input/output table(s)
Boolean expressions for, 72-73
Circuits designed for, 73-74
for circuit with two input signals, 528-529
for digital logic circuits, 66-69
full-adder, 83
function defined by, 390
half-adder, 82-83
for recognizer, 70
Inputs, 384
Input signals, 66 -
output signals determined for, 68
Insertion sort algorithm, 740, 744-745
average case order for, 746-747
trace table for, 745-746
worst case order for, 746
Integer powers of real numbers, nonnegative, 598
Integers
binary notation for, 79
binary representation of, 273-274
bits to represent, in binary notation, 755
composite, 148
consecutive, 163, 178
consecutive, with opposite parity, 183-185
countability of, 431432
counting number of, divisible by five, 541
“divides” relation on positive, 500
divisibility by prime numbers and, 269-270
even, 147, 199-200
formula for sum of first n, 248-252, 311-312, 735
graphing functions defined on sets of, 720
greatest, 198-199
linear combination of, 486-487
multiple of, 170
negative, computer addition with, 87-90

—
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negative, two’s complements and computer representation of, 84-86

odd, 147, 199-200
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Integers (cont.)
1 expressed as linear combination of relatively prime, 488-489
parity of, 183-185
pigeonhole principle and, 556-557
positive, 171
prime, 148
quotients of, 163-168
representations of, 183-187
set of all (Z), 8
smallest positive, 121
square of an odd, 185-187
in standard factored form, 177
study of properties of, 170-177
unique factorization theorem for, 176-177, 492-493
well-ordering principle for, 275-276
Integer variables, order for functions of, 734-735
Integral solutions of equation, 589
Internal vertices, 688—-690
Internet addresses, 544-545
Internet Protocol address (IP address), 544
Intersections
counting number of elements in, 547-549
definition of, 343
inclusion of, 352
of independent events, probability of, 619
of sets, 341-344
union with subsets and, 361
Intervals, 342
Intractable algorithms, 775-776
Invalid arguments. See Arguments, valid and invalid
Inverse
of conditional statements, 43—44
image, 384
modulo n, 488-490
of relation, 444445
of universal conditional statements, 113-114
Inverse error, 58
quantified form of, 138, 139, 141-142
Inverse functions, 397, 410413
composition of functions with, 420421
Inverter, 66
Irrational numbers
definition of, 163
determining rational numbers v., 163-165
irrationality of square root of two, 207-209
sum of rational and, 200-201
Isolated vertex, 626
Isomers, 686
Isomorphic graphs, 675-681
simple, 680-681
Isomorphic invariants, 679
Isomorphic structures, 817
Iterations
counting number of, in nested loop, 529-530
of loop, counting, 588
method of, 305-309
recurrence relations solved by, 304-314
Iterative statements, 215-216
ith row of matrix, 661

Java computer language, 477

Job scheduling problem, 511-512
jth row of matrix, 661

Jumping to conclusion, 57, 157

Kant, Immanuel, 23, 701

k-equivalence classes, finding, 811-812

k-equivalent states of finite-state
automata, 810-812

Killian, Charles, 354

Kirchoff, Gustav, 686

Kleene, Stephen C., 779, 781, 783, 801

Kleene closure of L, 783

Kleene closure of r, 783

Kleene closure of X, 781

Kleene’s theorem, 801-804

Knights and knaves example, 60

Knowledge, represented with graphs, 631

Knuth, Donald E., 154, 598n, 726, 739-740

Kolmogrov, Andrei Nikolaevich, 518,
605-606

Konigsberg, bridges of (puzzle), 642644

Kripke, Saul, 382

Kronecker, Leopold, 669

Kronecker delta, 669

Kruskal, Joseph, 704

Kruskal’s algorithm, 704707

Kuratowski, Kazimierz, 10-11

Lagrange, Joseph Louis, 230
Lamé, Gabriel, 222
Language(s)
See also Computer languages; Formal language; Informal language
ambiguous, 122-123
concatenation of, 783
context-free, 780
finite-state automata accepting, 795-796
of first-order logic, 127
nonregular, 804-805
quotient automata accepting, 814
regular, 780, 804-805
regular expression defining, 783-787
union of, 783
Language of First-Order Logic, The (Barwise and Etchemendy), 105
Laplace, Pierre-Simon, 520, 605, 611
Laws of exponents, 406
Icm (least common multiple), 226
Leaf, 688-690
Least common multiple (lcm), 226
Least element, 507
finding, 275-276
Least nonnegative residues
modulo n, 481
Left child, 696
Left subtree, 696
Legal expressions (Boolean), 329
Leibniz, Gottfried Wilhelm, 23, 137
Lemma, 187-188
Euclid’s, 492493
handshake, 635-636
Length
of chain, 506
of string, 389, 529, 780-781
of walk, 671-673
Leonardo of Pisa, 297
Less than, properties of, 454
“Less than or equal to”
relation, 501
Less-than relation, 442
Level of vertex, 694
Lexical scanner, 780
Lexicographic order, 502-503
Limit, of a sequence, 122
Linear, 317
Linear combinations of integers, 486
ged as, 486487
Linear combinations satisfying initial conditions, 320-322
Linguistics, 685
List, counting elements of, 520-522
Little theorem, Fermat’s, 494
Lobachevsky, Nicolai Ivanovitch, 498
Lob’s paradox, 382



Local call string, 807
Logarithmic functions
with base b, 388-389, 405-407, 752-753
with base b of x, 388
graphs of, 752-754
Logarithmic inequalities, 758-759
Logarithmic orders, 757-762
Logarithms
common, 407
natural, 407
properties of, 406, 415, 752-753
recurrence relations solved with, 755-757
Logic, 23
See also De Morgan’s laws of logic
Logical equivalence
conditional statements and, 40
contradictions and, 35
double negative property and, 31
nonequivalence and, 31
of quantified statements, 109
statements/statement forms and, 30
summary of, 35-36
tautologies and, 35
types of, 35
Logical form, of arguments, 23-24
Logical operators, order of operations for, 46
Loop
See also Nested loop
counting iterations in, 588
definition of, 626
Loop invariants
algorithms and, 281-284
procedure for, 280
theorem, 282
Lottery, expected value of, 608-609
Lovelace, Countess of, 214
Lower limit of summation, 230
Lucas, Edouard, 293
Lukasiewicz, Jan, 782
Lynch, John, 160n

Mach, Ernst, 442

Main diagonal of matrix, 661-662

Manin, L, 258

Mann, Thomas, 661

Mastering Regular Expressions (Friedl), 801n
Matching socks (example), 556

Mathematical Analysis of Logic, The (Boole), 375
Mathematical Experience, The (Davis and Hersh), 191

Mathematical induction, 227, 244-265

See also Strong mathematical induction; Well-ordering principle

argument by, 245

definition of, 244-246

divisibility proven with, 259-261

explicit formulas checked with, 312-314
geometric sequence, formula for, 252-256
inequality proven with, 261-263

method of proof by, 247

principle of, 246

property of sequence proven with, 263-264, 270-271

for recursively defined sets, 331
strong, 268-274

summation of first n integers, formula for, 248-252

trominoes and, 264-266
Mathematical structure, 817
Matrix(ces)
adjacency, 662-664, 672-673
connected components and, 656-666
definition of, 661
directed graphs and, 662-664
graph representations of, 661-673

identity, 669-670
ijth entry of, 661
ith row of, 661
Jjth row of, 661
main diagonal of, 661-662
multiplication, 666-671
multiplicative identity of, 669-670
powers of, 670-671
products of, 666-668
square, 661
symmetric, 664—665
terminology of, 662
transpose of, 675
Maurolico, Francesco, 246
Maximal element, 507
McCarthy, John, 332
McCarthy’s 91 function, 332
McCulloch, Warren S., 779
Memory circuit, computer, 791
Memory dump, reading, 93-94
Menge, 336
Merge sort algorithm, 772-775
Mersenne, Marin, 211
Mersenne primes, 211
Messages, coding, 389
Method
collision resolution, 401
of complete enumeration, 567
of direct proof, 152
of exhaustion, 99, 150

of generalizing from the generic particular, 151-152, 160, 165

of iteration, 305-309

of proof by contradiction, 198-201

of proof by contraposition, 202-203

of proof by mathematical induction, 247
Middle elements of array, 765-766
Mill, John Stuart, 131
Minimal element, 507
Minimum spanning trees, 704-707, 709-710
MIU-system, 330
mod/modulo, 181-183, 185, 196

congruence modulo 2 relation, 443, 448

Index

congruence modulo 3 relation, 448, 455-456, 471-473

congruence modulo », 480482, 493
as function, 383
inverse modulo n, 488-490
Modular arithmetic, 482-487
exponents and, 484-485
practical use of, 483
Modular equivalence relations, 480-482
Modus ponens
conclusions with universal, 133-134
proof with universal, 134
recognizing, 54
universal, 133-134, 136
valid/invalid arguments
and, 52-54
Modus tollens
conclusion drawn with universal, 135
recognizing, 54
universal, 134-135
valid/invalid arguments and, 52-54
Monty Hall problem, 519-520
Multiple
of function, 721, 723
of integer, 170
least common, 226
Multiple-input
AND-gate, 71
OR-gate, 71-72
Multiple quantifiers, statements with, 117-128
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Multiplication(s)
matrix, 666-671
needed to multiply n numbers, 272-274
Multiplication rule
as difficult or impossible to apply, 530-531
possibility trees and, 525-536
subtle use of, 531
Multiplicative identity, 213
of matrix, 669—-670
Multiply-quantified statements
from informal to formal language, 121-122
interpreting, 120
negations of, 123-124
Tarski’s World, truth of, 118-119
truth value of, 120
writing, 118
Multiset of size r, 584
Mutually disjoint sets, 345
Mutually independent events, 620-621

n! (n factorial), 237
NAND-gates, 74-75
Napier, John, 752
n-ary relations, 442, 446447
National Security Agency, 478
Natural logarithms, 407
Natural numbers, set of (N), 8
Naur, Peter, 685
n choose r, 237-238
Necessary conditions
definition of, 46
if-then statements and, 47
interpreting, 47
universal conditional statements and, 114-115
Negation(s)
of for all statement, 112
in Boolean algebra, 375
of conditional statement, 42
of existential statement, 109
of if-then statements, 42
laws, 35
of multiply-quantified statements, 123124
of quantified statements, 109-111
of and statements, 32-34, 112
of or statements, 32-34, 112
in Tarski’s World, 124
truth values for, 26
of universal conditional statements, 111
of universal statement, 109
Negative integers
two’s complements and computer addition with, 87-90
two’s complements and computer representation of, 84-86
Neither-nor, 25
Nested loop
counting number of iterations in, 529-530
order for algorithm with, 743-744
Network, graph representing, 629-630
Newton, Isaac, 137
Next-state function, 793
Next-state table, 793
annotated, 794795
Nonaccepting states of automaton, 795
Noncomparable elements, 505
Noncomputable functions, 438
Nonconstructive proof of existence, 149
Nondeterministic finite-state automata, 803
Nondeterministic polynomial-time algorithm (NP), 776n
Nondivisibility, 172
Nonempty graph, 626
Nonequivalence, 31
Nonisomorphic graphs, 679-680

Nonisomorphic trees, 690-692
Nonnegative integer powers of real numbers, 598
Nonregular languages, 804-805
Non-trees, 683-684
NOR-gates, 74-75
Notation
See also Binary notation; Omega-notation; O-notation;
Theta-notation
for algorithms, 218
Backus-Naur, 685, 780
base 2, 78, 240-242
base 10, 240-242
base 16, 91
decimal, 78, 80, 91-92, 241-242
factorial, 237-239
for formal language, 781
formal logical, 125-127
hexadecimal, 91-93
for implicit universal quantification, 103-104
infix, 782
octal, 95
Polish, 782
postfix, 782
prefix, 782
product, 233
reverse Polish, 782
set-builder, 8-9
set-roster, 7-8
for sets, to describe language defined by regular expression, 784785
of summations, 230-233
for walks, 645
NOT-gate, 66-67
Not well-defined functions, 391-392
NP (Nondeterministic polynomial-time algorithm), 776n
NP-complete, 776
n-tuples, 390
ordered, 346-347
Null set, 344, 355, 361-364
deriving set identity using properties of, 371
Null string, 529, 787
Number of elements in set, 562
Numbers. See Integers; Rational numbers; Real numbers
Number theory
algorithms and, 214-224
cryptography and, 496
definition of, 170
divisibility, 170-177
Euclid’s lemma and, 492493
floor and ceiling, 191-196
open questions in, 211-212
properties of integers, 170-177
properties of rational numbers, 165-167
quotient-remainder theorem, 180-189
Numerical expressions, 305

Qctal notation, 95
Odd integers, 199-200
definition of, 147
deriving additional results about, 167
squares of, 185-187
Of order at least g, 727
Of order at most g, 727
Of order g, 727
Of order g (n), 741
Omega-notation (2-notation), 725-736
harmonic sums and, 760-762
for logarithmic inequalities, deriving order from, 758-759
polynomial function orders and, 730-731
for polynomial with negative coefficients, 732-733
properties of, 728-729
translating to, 727-728



l-equivalence classes, 812, 816-817
One-dimensional arrays, 239
counting elements of, 521-522
One’s complement, 85
One-to-one correspondences, 397
strings and, 407-410
One-to-one functions, 397-400
composition of, 421-423
exponential functions as, 407
for finite sets, 562-563
finite sets defining, 397
infinite sets defining, 399400
Only if
biconditional and, 44-46
If-then statements converted from, 45-46
universal conditional statements and, 114—115
O-notation, 725-736
description of, 726-727
for exponential and logarithmic orders, 758
for logarithmic inequalities, deriving order from, 758-759
polynomial function orders and, 730-731
for polynomial with negative coefficients, 731-732
properties of, 728-729
translating to, 727-728
Onto functions, 402—405
composition of, 423-426
for finite sets, 562-563
finite sets defining, 403
infinite sets defining, 403405
proof for, 425426
Onto property, 397
Open sentences, 96
Operations, order of, 25, 40
for logical operators, 46
Operations on sets, 341-344, 354
Optimistic approach to problem solving, 369
Order, algorithm, 742-744
Ordered 4-tuples, 527-528
Ordered n-tuple, 346-347
Ordered pairs, 11, 346
Equivalence classes of relation as, 465-466
vertices of, 629
Ordered selection of elements, 566
Ordered triple, 346
Order of operations. See Operations, order of
Ordinal number, 428
OR-gate, 66-67
multiple-input, 71-72
Origin, 717
Or statement, 25-26
ambiguity and, 27
if-then statements and, 41-42
negation of, 32-34, 112
when to use, 34
O’Shea, Donal, 764
Outputs, 384
Output signals, 66
See also Input/output table
input signals, determining, 68

Pairwise independent events, 620
Pairwise relatively prime integers, 488489
Palindrome, 781
Paradox

Lob’s, 382

Russell’s, 378-380
Parallel, switches in, 64—65
Parallel adder, 84
Parallel edges, 626
Parallel processing of data, 776
Parent, 694

Index

Parenthesis structures, 330
property of set of, 331
Parity of integers, 183-185
Parity property, 183-185
Partially ordered sets, 505-507
topological sorting and, 507-509
Partial order relations, 498-512
compatible, 507-508
CPM and PERT for, 510-512
definition of, 500
directed graph of, 505
Hasse diagrams for, 503-505
lexicographic order, 502-503
partially and totally ordered sets
and, 505-507
restriction of, 514
subset of, 500-501
Partitions
relation induced by, 460462
of set into r subsets, 578-581
of sets, 344-346, 460
Pascal, Blaise, 163, 246, 520, 593-594
Pascal’s formula, 592-596
algebraic proof of, 595
combinatorial proof of, 595-596
new formulas from, 596
Pascal’s triangle, 592-596
Passwords, counting, 540-541
Paths in graphs, 642-656
Peano, Giuseppe, 341, 474
Peirce, Charles Sanders, 98
Perfect square, 108, 161
Permutations, 531-536
combinations and, 567-569
defining, 531
of elements, 533-536
of letters in word, 532, 535
of objects around circle, 532-533
of repeated elements of set, 576-577
r-permutation, 533-535
Personal identification numbers (PINs)
counting number of, 527-528
counting number of, with repeated symbols, 542-543
PERT (Program Evaluation and Review Technique), 510-512
Pessimistic approach to problem
solving, 369
Pictorial representation of graphs, 628-629
Pierce, C. S., 74, 233
Pierce arrow, 74-75
Pigeonhole principle, 554-563
application of, 554-555
contrapositive of generalized, 560-561
decimal expansion of fractions
and, 557-559
definition of, 554
finite-state automata and, 804-805
generalized, 559-561
integers and, 556-557
proof of, 561-563
PINs. See Personal identification numbers
Pitts, Walter, 779
Plaintext, 478
Plato, 207
Poker hand problems (example), 574-575
Polish notation, 782
Poly4, George, 6
Polynomial, root of, 169
Polynomial evaluation, term-by-term, 750
Polynomial functions
limitations on orders of, 734
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Polynomial functions (cont.)

with negative coefficients, Q-notation approximation for, 732-733

orders of, 730-734
Polynomial inequality, 730
Polynomial-time algorithms, 776
" Polyomino, 264-266
Poset, 506
PositivePositive closure of X, 781
Possibility trees
double counting on,
avoiding, 578
multiplication rule and, 525-536
. Post, Emil, 779
Post-conditions
algorithm, 280281
correctness of, 282
for loop, 281
Postfix notation, 782
Power functions
defined, 718
graphs of, 718-719
orders of, 729-730, 734
rational, functions composed
of, 735-736
Powers
of adjacency matrix, 672-673
of matrix, 670-671
of ten, 309
Power sets, 346
function defined on, 387-388
relations on, 443
Pre-conditions
algorithm, 280-281
for loop, 281
Predicate(s)
quantified statements I and, 96-105
quantified statements II and, 108-115
truth values/truth sets of, 97
Predicate calculus, 96
Prefix notation, 782
Preimage, 384
Premises, 51
ambiguous, 57
definition of, 23
invalid argument with true, 59
major/minor, 52, 133, 135
valid argument with false, 58
Prim, Robert C., 704, 707
Prime, relatively, 488—489
Prime integers, 148
Prime numbers, 103, 148
divisibility by, 172, 174-175, 269-270
Fermat primes, 211
infinitude of set of, 210-211
Mersenne primes, 211
twin primes conjecture, 211
Prim’s algorithm, 707-709
Principle of mathematical induction, 246
Printing problem, 382
Probability(ies)
binomial, 622
of complement of event, 543, 605-606
conditional, 611-615
counting and, 516-522
for deck of cards, 518-519
in dice rolling, 519
equally likely formula of, 518
of events, 518
function, 605
of general union of two events, 606608
of intersections of independent events, 619

Monty Hall problem and, 519-520
tournament play possibilities and, 525-526
Probability axioms, 605-610
Problems for the Quickening of the Mind, 640
Problem-solving strategies, 369-370
Problem-solving tool, proof as, 204-205
Procedural versions of set definitions, 353
Productions, 685
Product modulo n, computing, 484
Products
Cartesian, 10-11, 14, 346-348, 388, 446-447, 528
correctness of loop to compute, 283-284
cross, 473
dot, 666
of matrices, 666—668
notation, 233
properties of, 233-236
recursive definition of, 300-301
scalar, 666
Program Evaluation and Review Technique (PERT), 510-512
Projection onto number line, 437
Prolog (programming language), 127-128
Proof(s)
See also Algebraic proof; Direct proof; Disproof
algebraic, 592, 595, 598-600
of classical theorems, 207-212
combinatorial, 592, 595-596, 600-602
for conditional statement, 363
constructive, of existence, 148—149
by contradiction, method of, 198-201
by contradiction compared to contraposition, 203-204
by contraposition, method of, 202-203
defining, 145-146
of De Morgan’s laws for sets, 359-361
discovery and, 146
of distributive law, 356-359
by division into cases, 56, 184—185
of double complement laws, 377
of empty set, 363
of existential statements, 148-149
fantasy rule for, 354
floor and ceiling, 191-196
of idempotent laws, 377
indirect, 198-205
indirect, when to use, 211
mathematical induction, method of, 247
mistakes commonly made in, 156-158
nonconstructive, of existence, 149
for onto functions, 425-426
as problem-solving tool, 204-205
of properties of divisibility, 173-175
of properties of rational numbers, 165-167
of set identities, 356-361
starting, 158-159
of subset relations, 353-354
of subsets, 337-338
universal modus ponens in, 134
of universal statements, 150-156
variations among, 156
writing, for universal statements, 154156
Proper subset, 9, 337
Proposition, 24, 203
Propositional calculus, 96
Propositional form, 28
Propositional functions, 96
Pseudocode, 214
Public-key cryptography, 479480, 491
Push-down automaton, 780
P vs. NP problem, 776
Pythagoras, 207-208



Pythagorean theorem, 207-208
Python identifiers, counting, 543-544

Q.E.D. (quod erat demonstrandum), 154
Quantified statements, 96144
See also Multiply-quantified statements
arguments with, 131-142
implicit, 103-104
logical equivalence of, 109
negations of, 109-111
predicates and statements I, 96-105
predicates and statements II, 108-115
validity of arguments with, 135-139
Quantifiers
existential, 99—-100
order of, 124-125
statements with multiple, 117-128
trailing, 101, 111
universal, 97-99
Quaternary relations, 447
Quod erat demonstrandum (Q.E.D.), 154
Quotient automaton, 809, 813-815
Quotient-remainder theorem, 180181
existence part of, 276
Quotients, 180
of integers, 163-168

Rabbits, calculating reproductive rates of, 297-298
Ralston, Anthony, 244
Random process, 517
Range, 384, 397
Rational numbers
Archimedian property for, 278
definition of, 163, 473474
determining irrational numbers v., 163-165
direct proof and counterexamples with, 163168
double of, 168
as equivalence classes, 473-474
properties of, 165-167
set of all (Q), 8
set of all positive, countability of, 432436
sum of irrational and, 200-201
sum of rationals is rational, 165-167
Rational power functions, functions composed of, 735-736
r-combinations, 566
with repetition allowed, 584-590
Real numbers
additive inverse and, 4
cardinality of set of, 436437
decimals relations to, 433-434
functions and relations on sets of, 18—-19
less-than relation for, 442
nonnegative integer powers of, 598
on number line, 8
number line and, 8
set of all (R), 8
smallest positive, 121-122
between 0 and 1, 434-435
Real-valued functions of real variable, 717-723
Reciprocal, 206
Recognizer, 70
Recurrence relations, 290-291, 579-581, 769
characteristic equation of, 318-320
iterations solving, 304-314
logarithms solving, 755-757
second-order linear homogenous, 317-326
sequences satisfying, 291-292
solution to, 305
Recursion, 290-335
in merge sort algorithm for, 772773
recursively defined sequences, 290-301

Index 1-15

Recursive definition
of Boolean expressions, 328-329
for factorials, 237
general, 328-333
of product, 300-301
for product notation, 233
of sets, 328-330
of sets, structural induction, 331
of sets of strings, 329-330
of summation, 232, 300-301
Recursive functions, 332-333
Recursive leap of faith, 293
Recursive paradigm, 293
Reduce a number modulo n, 481
Reductio ad absurdum, 198
Reductio ad impossible, 198
Reflexive property of cardinality, 428-429
Reflexivity, 449457
Regular expression(s), 780
for dates, 788-789
finite-state automata and, 801-804
language defined by, 783-787
order of precedence for operations in, 784
over alphabet, 783
practical uses of, 787-789
Regular languages, 780, 804—-805
Relational database theory, 446-447
Relations
See also “Divides” relation; Equivalence relations; Recurrence
relations
antisymmetry property of, 499
arrow diagram of, 16
binary, 442, 446, 447
circle, 15
congruence modulo 2, 443
congruence modulo 3, 448, 455-456, 471473
definition of, 14
directed graph of, 446
of equality, 453
equivalence, finite-state automata and, 809-817
Equivalence classes of ordered pairs as, 465-466
equivalence class on subset of, 466
finite, 444445
on finite sets, 17-18
finite sets and, properties of, 451-453
identity, equivalence classes of, 467-470
infinite, 445
infinite sets and, properties of, 453456
inverse of, 444445
less-than, 442
“less than or equal to,” 501
n-ary, 442, 446-447
partial order, 498-512
partition inducing, 460-462
on power set, 443
proof of subset, 353-354
quaternary, 447
reflexivity, symmetry, transitivity and, 449-457
second-order linear homogenous recurrence, 317-326
on set of identifiers, 464465
on sets, 442-447
sets and, 13-21, 340
on sets of real numbers, 18-19
as subset, 15, 338
subset, Hasse diagram for, 504-505
ternary, 447
total order, 506
transitive closure of, 456-457
types of, 13-14
Relatively prime integers, 488-489
Remainder, 180181
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Repeating decimal, 557
Representative of equivalence class, 472
Residue of a, 481
Residues modulo 1, 481
Restriction, 328
of partial order relation, 514
Reverse Polish notation, 782
Ribet, Kenneth, 160
Right child, 696
Right subtree, 696
Ritchie, Dennis, 780n
Rivest, Ronald, 479480
Rooted trees, 694-695
Root of polynomial, 169
Roussel, P, 127
Rows, multiplying, 666—-667
r-permutation, 533-535
RSA cryptography, 484, 4900-492
cipher, why it works, 494-496
decrypting using, 492
encrypting using, 491
Fermat’s little theorem and, 494
Rule(s)
addition, 540-541
difference, 541-545
division, 583
Horner’s, 750
inclusion/exclusion, 545-549
multiplication, 525-536
of universal instantiation, 132
Rules of inference. See Inference, rules of
Russell, Bertrand, 268, 304, 378-379, 382, 725
Russell’s paradox, 378-380

Sample space, 517-518
Saturated hydrocarbon, 686
Savage, Carla, 354
Sawyer, W. W., 642
Scalar product, 666
Schroeder-Bernstein theorem, 441
Search algorithm

binary, 765-772

sequential, 739-740

Second-order linear homogenous recurrence relations with constant

coefficients, 317-326
Selection sort algorithm, 749
Semantics, 686
Sentences

open, 96

variables used for writing, 2
Sequences, 227-242

See also Recursion

alternating, 229

arithmetic, 306-307

Series, switches in, 64-65
Set(s)

See also De Morgan’s laws for sets; Elements of set; Finite sets;
Subsets
of accepting states, 793
algorithm for checking for subsets
of, 348-349
Boolean algebra and, 374-377
cardinality and, 428—430
Cartesian products and, 10-11
combinations of, 565-581
complements of, 341-342
countable, 430-432, 435436
counting subsets of, 565-581
definitions, procedural versions
of, 353-354
derangement of, 553
differences of, 341-342
disjoint, 344-345
elements in, 562
empty, 344, 361-364, 371
equality, 339
equivalence relation on subset and, 463
function on subsets of, 392
functions defined as general, 383-393
of identifiers, relation on, 464465
identity function on, 387
indexed collection of, 343
intersection of, 341-344
language of, 6-7
mutually disjoint, 345
null, 344, 355, 361-364, 371
operations on, 341-344
of parenthesis structures, property of, 331
partially ordered, 505-507
partition of, 344-346, 460
partition of, into r subsets, 578-581
of positive rational numbers, countability of, 432-436
power sets of, 346
properties of, 352-364
properties of, disproof of, 367-638
of real numbers, cardinality of, 436-437
recursively defined, 328-330
relations and, 13-21, 340
relations on, 442-447
of strings, recursively defined, 329-330
of strings over alphabet, 329
structural induction for recursively defined, 331
subsets of, number of, 369-370
totally ordered, 505-507
uncountable, 431, 434435
union of, 341-344
universal, 341, 355
Venn diagrams for operations on, 340-341, 354

in computer programming, 239-240
doubly indexed, 578
explicit formula, 228-229
factorial notation and, 237-239
as functions, 387
general formula for, 228
geometric, 252-256, 307-308
infinite, 228
limit of, 122
linear combinations of, satisfying initial conditions, 320-322
mathematical induction proving property of, 263-264, 270-271
product notation and, 233
recurrence relations satisfied
by, 291-292
singly indexed, 578

Sequential circuits, 67, 791
Sequential search algorithm, 739-740

Set difference law, 355

Set difference property, deriving, 371

Set identities, 355
algebraic proof of, 370-372
counterexamples for, 367-368
proving, 356-361

Set notation
builder, 8-9
to describe language defined by regular expression, 784-785
roster, 7-8

Set theory, 336-382

Shakespeare, William, 25, 108

Shamir, Adi, 479-480

Shannon, Claude, 64, 779

Sheffer, H. M., 74

Sheffer stroke, 74-75

Shortest path algorithm, 710-714



Siblings, 694
Sieve of Eratosthenes, 206-207
Sigma, 230
Simple circuit, 644-645
Simple conditionals, 48
Simple graphs, 632-633
isomorphic, 680-681
Simple path, 644
Singh, Simon, 160n
Single-root case, 324-326
Single-root theorem, 325-326
Singly indexed sequences, 578
Smullyan, Raymond, 60
Socks, example of matching, 556
Soft drink selection (example), 586-587
Software simulating finite-state automata, 799-801
Solution to recurrence relation, 305
Some, misuse of, 158
Sorting
insertion sort algorithm for, 740,
744-747
merge sort algorithm for, 772-775
selection sort algorithm for, 749
topological, 507-509
Sound argument, 59
Space efficiency of algorithms, 776
Spanning trees, 701-710
for cities visited in order, 701-703
minimum, 704-707, 709-710
Specialization, 55
Square matrix, 661
Square of an even integer, 202-203
Square of an odd integer, 185-187
Square root of two, irrationality of, 207-209
Squaring function, 20, 416417
Standard factored form, 177
*-equivalence (star equivalence) classes, finding, 812-813
*-equivalent (star equivalent) states of finite state automata, 810
Statement calculus, 96
Statement forms
logical equivalence of, 30
simplifying, 36
truth values for, 28
Statements
See also specific statements
compound, 25-29
conditional, 39-51
contradictory, 34
definition of, 24
logical equivalence of, 30
with multiple quantifiers, 117-128
quantified, 96-144
Tarski’s World, formalizing, 126-127
tautological, 34
truth values for, 26-27
types of, 2
States of automaton, 793
Stevin, Simon, 433-434
Stirling numbers of second kind, 578-579
String of characters of alphabet, 780-781
String-reversing function, 409
Strings
area code, 807
bit, 529, 575
characters of, 529
with even parity, 786
finite-state automata accepting, 798-799
individual, in language defined by regular expression, 785-786
length of, 389, 529, 780-781
local call, 807
null, 529, 787

Index

one-to-one correspondences involving, 407-410
over S, 389
recursively defined sets of, 329-330
sets of, over alphabet, 329
Strong mathematical induction, 268-274
See also Well-ordering principle
Structural induction, 331
Structures, mathematical, 817
Subgraphs, 634
See also Spanning trees
connected, 647
Sublist, 521
Subscript, 228
Subsets
algorithm for checking for, 348-349
chain of, 506-507
characteristic function of, 396
counting, of set, 565-581
definition of, 9
equivalence class of relation on, 466
equivalence relation on set of, 463
function on, of set, 392
intersection and union with, 361
of partial order relations, 500-501
partition of sets into »-, 578-581
proof/disproof of, 337-338
proof of subset relations, 353-354
proper, 9, 337
relation, Hasse diagram for, 504-505
relations as, 15, 338
of sets, number of, 369-370
transitivity of, 352
uncountable, 435
Substitutions, into binomial theorem, 367, 601
Subtraction
in binary notation, 81
gcd computation with, 226
Subtree, left/right, 696
Successor function, 20, 416-417
Sufficient conditions
definition of, 46
if-then statements and, 47
interpreting, 47
universal conditional statements and, 114-115
Sum, 82
binomial theorem simplifying, 602
of even integers, 152—154
of rational numbers and irrational numbers, 200-201
of rational numbers is
rational, 165-167
telescoping, 232-233
variable change in transforming, 234-236
Summands, 162
Summations
binomial theorem to simplify, 602
computing, 230-231
expanded form of, 230-231
of first n integers, 248-252, 311-312, 735
of geometric sequences, 252-256
harmonic, 760-762
index of, 230-231
lower limits of, 230
notation of, 230-233
properties of, 233-236
recursive definition of, 232, 300-301
upper limits of, 230, 236
Sum-of-products form, 72
Swift, Jonathan, 290
Switches, in parallel/series, 64-65
Syllogism, 52-53
Symbolic Logic (Carroll), 144
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Symmetric difference of A and B, 373
Symmetric matrices, 664—665

Symmetric property of cardinality, 428—429
Symmetry, 449-457

Syntactic analyzer, 780

Syntactic derivation tree, 684-685

Syntax, 685

Taniyama-Shimura conjecture, 160
Tao, Terrence Chi-Shen, 211
Tarski, Alfred, 105
Tarski’s World (computer program)
argument evaluation for, 140-141
formalizing statements in, 126-127
investigating, 105
negation in, 124
quantifier order in, 124-125
truth of multiply-quantified statements in, 118-119
Tautologies
definition of, 34
logical equivalence and, 35
Teams, calculating number of, 569-574
Telescoping sum, 232-233
Term, 228
Term-by-term polynomial evaluation, 750
Terminal vertices, 688-690
maximum number of, 698-700
Terminating decimal, 557
Ternary relations, 447
Theorem
See also specific theorems
definition of, 153
direct proof of, 152-154
for trees, 688—690
There exists statement, 112
“There is” statements, 5
Theta-notation (®-notation), 725-736
for functions of integer variables, 734-735
harmonic sums and, 760-762
for logarithmic inequalities, deriving order from, 758-759
polynomial function orders and, 730-731
properties of, 728-729
translating to, 727
Thinking Machines Corporation, 160
Thompson, Kenneth, 780n
Thoreau, Henry David, 808
3-combinations, 566
3n + 1 problem, 333
3x + | problem, 333
Time efficiency of algorithm, 740-747
Topological sorting, 507-509
Total degree of graphs, 635-636
Totally ordered sets, 505-507
Total order relation, 506
Total weight of graph, 703-704
Tournament play possibilities, 525-526
Tower of Hanoi (example), 293-296
explicit formula for, 310
Trace table, 216-217, 219
for insertion sort algorithm, 745-746
Tractable algorithms, 775-776
Trailing quantifier, 101,111
Trails, Euler, 652-653
Transition diagrams, 793-794
Transitive closure of relation, 456457
Transitive property of cardinality, 428-429
Transitivity, 55-56
of divisibility, 173-174
relations and, 449-457
of subsets, 352
universal, 140

Transpose of matrix, 675 R
Traveling salesman problem, 655-656, 776 )
Tree(s), 683-714
binary, 695-700
characterizing, 687-692
decision, 684
Dijkstra’s shortest path algorithm and, 710-714
examples of, 684-687
full binary, 696, 698—700
graph, 683, 690
infinite, 693
Kruskal’s algorithm and, 704-707
minimum spanning, 704-707, 709-710
multiplication rule and possibility, 525-536
nonisomorphic, 690-692
non-trees and, 683-684
parse, 684-685
Prim’s algorithm and, 707-709
rooted, 694695
spanning, 701-710
syntactic derivation, 684685
theorems about, 688-690
trivial, 683
Trefethen, Lloyd, 518
Trefethen, Nick, 518
Triangle inequality, 187-189
Triples, counting, 587-588
Trivial trees, 683
Trivial walks, 644
Trominoes, 264-266
True by default, 40, 113
Truth set, of predicates, 97
Truth tables
for biconditional, 45
for compound statements, 28-29 -
for conditional statements, 40 /m\
for conjunction, 27
for disjunction, 28
for exclusive or, 28-29
Truth values
for compound statements, 28-29
of multiply-quantified statements, 120
for negation, 26
of predicates, 97
for and statement, 29
for statement form, 28
for statements, 26-27
Tucker, Alan, 584
Turing, Alan M., 379-380, 779, 793
Turing machine, 779
Twin primes conjecture, 211
2-equivalence classes, 812, 816-817
Two-dimensional Cartesian coordinate system, 717
Two’s complements
computer addition with negative integers and, 87-90
computer representation of negative integers and, 84-86
finding, 85-86

Uncountable sets, 431, 434-435
Undirected graphs, 664
Union
counting elements of general, 546-547
definition of, 343
function with, 392-393
inclusion of, 352
intersection with subsets and, 361
of languages, 783
of sets, 341-344
of two events, probability of general, 606-608
Unique factorization theorem, 176-177 ’%\
Unique factorization theorem for integers, 492-493 :



Universal bound laws, 35, 355, 376
Universal conditional statements
contrapositives, converse, and inverses of, 113-114
necessary conditions and, 114-115
negations of, 111
Only if and, 114-115
rewriting, 3
sufficient conditions and, 114-115
variants of, 113-114
writing, 101-102
Universal existential statements, 3—4
rewriting, 4
Universal instantiation
deductive reasoning and, 132
with modus ponens, 133-134
rules of, 132
Universal modus ponens, 133-134, 136
Universal modus tollens, 134-135
Universal quantifiers, 97-99
implicit, 103-104
Universal set, 341, 355
Universal statements, 2
counterexamples disproving, 149-150
counterexamples to, 98-99
definition of, 98
equivalent forms of, 102-103
negation of, 109
proofs for, 150-156
true/false, 98-99
vacuous truth of, 112-113
writing proofs for, 154-156
Universal transitivity, 140
Universe of discourse, 341
UNIX utilities, 780, 787
Unordered selection of elements, 566567
Upper limit of summation, 230, 236

Vacuously true statement, 40
Vacuously true statements, 112-113
Valid argument form, 51-52, 61, 135
Valid arguments. See Arguments, valid and invalid
Validity of arguments with quantified statements, 135-139
Value
expected, 608-610, 620
of function, 384
Vandermonde, Alexander, 603
Vandermonde convolution, 603
Variables
See also Boolean variable
in algorithmic language, 214
change of, in sum transformation, 234-236
in computer languages, 214
dummy, 235, 239-240

Index

sentences, writing with, 2
uses of, 1-2
Vegetarians and cannibals (example), 631-632
Vending machine example, 791-793
Venn, John, 340
Venn diagrams for operations on sets, 340-341, 354
Vertex (vertices)
adjacent, 626, 644
branch, 688
connected, 626
definition of, 311, 626
degree of, 634-638
internal, 688-690
isolated, 626
level of, 694
with odd degree, 638
of ordered pairs, 629
terminal, 688-690, 698-700
Vertical axes, 717
Volterra, Vito, 383

Walks, 645-646
closed, 644-645
counting, of length n, 671-673
notation for, 645
trivial, 644
Way, 78
Weighted graph, 703-704
Weiner, Norbert, 791
Well-defined functions, 391-392
Well-ordering principle, 208n
for integers, 275-276
Weyl, Hermann, 683
Wheeler, Anna Pell, 180, 397, 525
While loops, 215-217, 219, 242, 281
binary search algorithm, maximum number of, 768
Whitehead, Alfred North, 96, 146, 416, 625, 694
Wiener, Norbert, 10
Wikipedia, 630
Wiles, Andrew, 160
World Wide Web, graph representing, 630
Worst case orders
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See also Average case order, for insertion sort algorithm; Best case

orders
of g (n), 741
for insertion sort algorithm, 746
for sequential search algorithm, 740

XML, 780
0-equivalence classes, 811-812, 816

Zero factorial (0!), 237
Zero product property, 164—-165
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List of Symbols

Subject Symbol Meaning Page
Formal Languages z an alphabet of a language 780
and Finite-State € the null string 529
Automata " the set of all strings over % of length n 781
x* the set of all strings over & 781
ot the set of all strings over X with 781
length at least 1
LL the concatenation of languages L and L’ 783
L* the Kleene closure of L 783
(rs), (rls), (r*) regular expressions 783
[x1 — xu1, [Cxm — x4l character classes 787
x4, x?, x{n}, x{m, n} shorthand notations for regular expressions 788
N (s, m) the value of the next-state function for a state s 793, 794
and input symbol m
- initial state 793
accepting state 793
L(A) language accepted by A 795
N*(s, w) the value of the eventual-state function for 796, 797
a state s and input string w
s R, t s and ¢ are x-equivalent 809
s Ryt s and t are k-equivalent 810
A the quotient automaton of A 813
Matrices A matrix 661
I identity matrix 669, 670
A+B sum of matrices A and B 675
AB product of matrices A and B 666, 667
A" matrix A to the power n 678
Graphs and V(G) the set of vertices of a graph G 626
Trees E(G) the set of edges of a graph G 626
{v, w} the edge joining v and w in a simple graph 632, 633
K, complete graph on n vertices 633
K. complete bipartite graph on (m, n) vertices 633
deg(v) degree of vertex v 635
vpe vies - e, v, a walk from v, to v, 644
w(e) the weight of edge ¢ 704
w(G) the total weight of graph G 704




Reference Formulas

Topic Name Formula Page
Logic De Morgan’s law ~(pAg)=~pV ~q 32
De Morgan’s law ~(pVq)=~pA~q 32
Negation of — ~(p—=>q)=pA~q 42
Equivalence of a conditional p—>q=~q—>~p 43
and its contrapositive
Nonequivalence of a conditional p—=>q&Eq—p 44
and its converse
Nonegquivalence of a conditional p—q#*E~p—>~q 44
and its inverse
Negation of a universal ~(Vx in D, Q(x)) = 3x in D such that ~Q(x) 109
statement
Negation of an existential ~(3dx in D such that Q(x)) = Vx in D, ~Q(x) 109
statement
1
Sums Sum of the first n integers 1 +24--+n= il 248
n+l __ 1
Sum of powers of r l4+r4r4- 4= r—l 252
r—
. o N(E)
Counting and Probability in the P(E) = NS 518
Probability equally likely case (5) .
|
Number of r-permutations Pn,r)= L' 533
of a set with n elements (n—r)!
Number of elements in a union N(AUB)=N(A)+ N(B)— N(ANB) 546
Number of subsets of ny n! 568
size r of a set with (;) Tl —r)!
n elements
1
Pascal’s formula (” ¥ ) = ( " l) + (/1) 593
r r— r




